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Abstract: 

Machine learning techniques are being used extensively in the healthcare field to assist in the 

early detection and diagnosis of diseases. Prediction of cardiac disease from clinical data is one 

of the most significant applications of machine learning in healthcare. To develop such a 

predictive model, data collection, pre-processing, and transformation methods are used to train 

the model. Feature selection methods such as filter and wrapper are also used to enhance the 

predictive performance of the model. Classification techniques such as Decision Tree, Logistic 

Regression, Random Forest, and Ada Boost are used to evaluate the performance of the model. 

Performance metrics such as accuracy, F1-score, precision, sensitivity, and specificity are used to 

evaluate the effectiveness of the predictive model. Improvements in these performance metrics 

indicate that the predictive model is performing better and can help physicians make more 

informed decisions regarding patient’s health. This study makes an effort to improve the 

likelihood of heart disease prediction using ensemble learning approaches. It demonstrates the 

effectiveness of using machine learning and artificial intelligence in predicting heart disease and 

highlights the importance of feature selection methods in achieving accurate results. 
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1. Introduction 

Cardio Vascular Diseases are a significant global health issue and a leading cause of death 

worldwide [1]. More than 70% of mortality rates around the world are caused by cardiovascular 

disease (CVDs), making it a serious global health concern. CVDs are a complex and multifactorial 

disease and several risk factors contribute to their development including unhealthy diets, 

physical inactivity, tobacco use and alcohol consumption. Early detection and prevention of 
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CVDs are essential for reducing mortality and morbidity associated with these diseases. Global 

Burden of Disease research from 2017 indicates that CVDs are accounting for approximately 

43% of all fatalities [1,2]. In high-income countries, common risk factors for heart disease include 

poor diet, smoking, excessive sugar consumption, and obesity [3,4]. However, the prevalence of 

chronic illnesses is increasing in countries with low and medium incomes [5]. The economic 

burden of cardiovascular diseases is significant and it was projected to reach around [6] 3.7 

trillion USD between 2010 and 2015. This highlights the need for effective prevention, diagnosis 

and treatment of CVDs globally [7]. By leveraging machine learning techniques and predictive 

models, healthcare professionals can identify patients at high risk of developing heart disease 

and intervene early to prevent the onset or progression of the disease. By analysing clinical data, 

machine learning algorithms can detect patterns and identify patients at high risk of developing 

heart disease. This can help healthcare professionals intervene early and implement preventative 

measures that can reduce the physical and monetary costs associated with heart disease. 

Moreover, machine learning algorithms can also help identify cost-effective diagnostic methods 

for heart disease [8]. By analysing data from various diagnostic tests, machine learning 

algorithms can identify which tests are most effective and provide accurate results. This can help 

reduce the cost burden on both individuals and institutions while improving the accuracy and 

efficiency of the diagnostic process [9]. This can help save lives and reduce the physical and 

monetary costs associated with this global health issue. Using data mining techniques, the 

medical industry generates a considerable quantity of data every day, and discover hidden 

patterns that can be used in clinical diagnostics [10]. When forecasting cardiac disease, a 

number of indicators need to be taken into account including diabetes, hypertension, excessive 

cholesterol and an irregular pulse rate [11,12]. The proposed predictive models using various 

methods, such as XGBoost [13,14], multilayer perceptron, decision tree classifier, random forest, 

and so forth. Ensemble learning is a machine learning approach that uses several classifiers to 

improve the performance of our system. Bagging, boosting, and stacking procedures are part of 

the ensemble learning framework. Bagging and boosting are produced using the same type of 

classifiers. However, stacking is generated with a separate sort of learner [15].  

 

The remaining paper is organised in the following sections. Section 2 of the paper, provides a 

comprehensive review of previous research on cardiovascular disease prediction. It covers 

existing approaches and examines available techniques. Section 3 includes proposed 

methodology. Section 4 elaborate about ensemble methods. Sections 5 and 6 deals with 

experiments, discussion, and conclusion. 

 

2. Related Work 

In the suggested study, ensemble learning technique is applied to improve the prediction 

accuracy of coronary heart disease risk and separate classifiers (Support Vector Machine, 

Decision Trees, K Nearest Neighbours, Random Forest, and Gradient Boosting) are used. A 

variety of ensemble procedures, including majority voting, stacking, and bagging is 

incorporated and effectiveness of these strategies has been evaluated. Furthermore, this study 
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uses feature selection and hyperparameter tweaking strategies to further enhance the classifiers' 

performance. A comparative study in [2] that used the ensemble technique to predict coronary 

heart disease on four different datasets. Switzerland University Hospital (SUH), Long Beach 

Medical Centre (LBMC), Hungarian Institute of Cardiology (HIC) and Cleveland Clinic Foundation 

(CCF). Comparative examination of several ensemble approaches such as bagging, boosting 

(AdaBoost) and random forest is done [16]. Particle swarm optimisation (PSO) was utilised to 

choose features and the best results were obtained via the bagging tree. Hybrid model for 

predicting heart disease that combines random forest and the linear model. The author used 

hybrid model to conduct a comparative examination of several algorithms. When compared to 

other individual classifiers, the suggested model had the greatest accuracy. Various ensemble 

approaches such bagging, boosting, stacking and majority voting to improve the prediction 

accuracy of weak classifiers suggested a hybrid model development in [17]. The suggested 

hybrid model outperforms the sequential GA-based hybrid model in prediction accuracy by 

roughly 6%. discusses this in [18]. The use of an ECG signal-based convolutional neural network 

(CNN) for the identification of heart disease achieved an accuracy of 89.8% which is higher than 

the accuracy achieved by other traditional machine learning algorithms. In [19], The proposed a 

machine learning-based model for predicting the occurrence of heart disease using electronic 

health record (EHR) data. They used the XGBoost algorithm and achieved an accuracy of 85.13%. 

For the prediction of cardiac illness, [20] proposed a hybrid model that combines deep learning 

and conventional machine learning approaches.  

 

Long short-term memory (LSTM) and neural network achieved an accuracy of 88.10%. Overall, 

these studies show that machine learning algorithms can be used effectively for the prediction 

of heart disease and ensemble methods can further improve the accuracy of these models.  

 

Table 1.: Related research on the prediction of cardiac disease using massive datasets [12]

 



Vol. 29 计算机集成制造系统 ISSN 

No. 4 Computer Integrated Manufacturing Systems    1006-5911 

 

Computer Integrated Manufacturing Systems 291 

 

It is indeed true that a limited dataset can lead to a high risk of overfitting, as the model may 

learn to memorize the data rather than generalize from it. In contrast, using a larger dataset can 

help to reduce this risk by providing a more diverse and representative sample of the population 

being studied. This can lead to models that are more robust and generalizable. Adoption of a 

dataset of 70,000 participants and 11 characteristics for cardiovascular disease provides a 

considerable benefit, as it provides a substantial amount of data for the model to learn from. 

This dataset size is relatively large compared to many other studies in the field, which can help to 

reduce the risk of overfitting and improve the accuracy of the model. Table 1 provides a 

comprehensive assessment study on the prediction of cardiovascular disease conducted on 

huge datasets, emphasising the importance of employing a large dataset. This comparison can 

be helpful in understanding the strengths and weaknesses of different approaches and 

identifying areas where further research may be needed. Overall, the use of a large dataset can 

be a significant advantage in developing accurate and generalizable models for predicting 

cardiovascular disease. However, it is also important to ensure that the data is of high quality 

and properly curated to avoid biases or confounding factors that may affect the accuracy of the 

model. The goal of this research is to use computerised models to forecast the likelihood of 

cardiac disease.  

 

3. Proposed Methodology 

The proposed method for completing this research begins with the download of an open-

source UCI data collection [3]. Once the dataset has been verified, preparation and data 

discretization are carried out using various techniques such as binning, data cleaning, data 

reduction, data transformation and select attributes. Following are the application of all of these 

strategies to the obtained dataset, the main technique of feature selection is used. Later, the 

data is subjected to the following algorithms, Nave Bayes, SVM, Random Forest, Decision Tree, 

and Logistic Regression. Important findings and conclusions discussed after using algorithms 

and various approaches. Figure 1 depicts the flow of various strategies. 

a) Data Preprocessing: Pre-processing of data is a critical step in developing accurate and 

reliable predictive models. Cleaning the data, handling null missing values and removing 

inconsistencies can help to ensure that the data is of high quality and suitable for analysis. 

 

b) Feature Selection: Feature selection is a crucial step in machine learning that involves 

identifying and selecting the most relevant and informative features for a given task. The 

objective of feature selection is to identify the most important features that are most 

strongly associated with the outcome of interest, while eliminating less important or 

irrelevant features that may add noise or complexity to the model.  

 

c)  Data Balancing: Now, the dataset was examined to see if it was balanced. It was found that 

there were significantly more negative cases than positive cases. The dataset was therefore 

severely unbalanced and needs to be balanced in order to avoid problems during model 
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training. The dataset was balanced using the Random Over Sampling method in this case. 

To make the minority class equal to the majority class, more instances of that group were 

created. 

 

 
Fig. 1: Proposed system methodology 

 

d)  Chi-square test-based feature selection: A popular method for picking features in a 

dataset is chi-square test-based feature selection. The chi-square test is a statistical test 

used to determine the relationship between two category variables. 

 

4. Ensemble Methods 

a) Stacking:  It is an ensemble method that combines multiple classifiers by using a meta-

classifier to make the final prediction. Stacking involves several layers with each layer using 

the output of the previous layer as input. 

b) Majority Voting: Majority voting is a simple ensemble method used for combining the 

predictions of multiple classifiers to make a final decision. In majority voting, each 

individual classifier in the ensemble independently makes a prediction.  

c) Bagging: It is a popular ensemble method used in machine learning for improving the 

accuracy and stability of a model. It involves training multiple individual models on 

different subsets of the training data and then aggregating their predictions to make the 

final prediction. 
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5. Experiments, Results & Discussion 

 

I.      Classifier performance with ensemble approaches: 

UCI repository dataset was used to evaluate and compare the performance of several  

categorization methods. Some classifiers have demonstrated strong performance while others 

have displayed weak performance as shown in Table 2. 

 

Table 2: Classifier performance metrics without ensemble methods and feature selection 

Methods Precision Recall F1-Score Accuracy 

K Nearest Neighbor 0.816 0.974   0.911 91.65 

Support Vector Machine  0.638 0.692 0.651 67.12 

Decision Tree 0.817  0.962 0.913 91.14 

Random Forest 0.843 0.955 0.909 91.28 

Gradient Boosting 0.709 0.716 0.721 72.13 

Naïve Bayes 0.657 0.589 0.555 61.38 

 

Ensemble approaches were utilised to boost the algorithms' performance. Support vector 

machine, random forest, decision tree, k closest neighbours, and gradient boosting were the 

methods employed. The performance indicators are displayed as indicated Table 3 and Fig. 2 

 

Table 3: Performance measure of classifiers using ensemble techniques without feature 

selection 

 

 

 

 

 

 

 
Fig. 2: A Comparison of Ensemble Classifier Prediction Accuracies Without Feature Selection 

Methods Precision  Recall F1-Score Accuracy 

Stacking 0.925 0.981 0.954 95.211 

Majority Voting 0.843 0.972 0.913 90.952 

Bagging 0.865 0.967 0.912 91.202 
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Enhancement of performance through feature selection 

The use of feature selection and hyper parameter tuning approaches substantially enhanced the 

performance of the classifiers. The features are chosen in accordance with their value. The Chi 

Square Test technique was used to determine the value of various traits, and the attributes with 

the greatest influence on heart disease prediction were taken into account. The feature set was 

built, and the performance measures were assessed. The feature selection approach and 

hyperparameter adjustment are used to increase the performance of ensemble techniques 

(stacking, majority voting, and bagging) and same is indicated in Table 4 and Fig. 3. 

 

Table 4: Performance measure of classifiers using ensemble techniques with feature selection 

Methods Precision  Recall F1-Score Accuracy 

Stacking 0.972 0.963 0.979 98.299 

Majority Voting 0.968 0.971 0.966 98.299 

Bagging 0.868 0.978 0.913 91.5 

 

 
Fig. 3: A Comparison of Ensemble Classifier Prediction Accuracies with Feature Selection 

 

When compared to individual classifiers, ensemble approaches predicted the risk of heart 

disease with greater accuracy. The accuracy of the model was further boosted by employing the 

techniques of feature selection and hyperparameter adjustment. Out of the three ensemble 

classifiers, stacking, majority voting, and bagging, Majority voting improved prediction accuracy 

most with feature selection. Using the feature selection approach, the accuracy of stacking was 

increased by 3.24%, while the accuracy of bagging was increased by 0.33%. 

 

6. Conclusion 

The leading cause of mortality is heart or cardiovascular disease. The leading cause of mortality 

is heart or cardiovascular disease. The model was created with the intention of increasing the 

risk of coronary heart disease's predictability, robustness, and accuracy. In this study, an early, 

accurate, and reliable diagnosis of coronary heart disease was achieved using an ensemble 

learning technique. Several ensemble procedures, including majority voting, stacking, and 

bagging, were used to enhance the performance of the classifiers for the prediction of heart 

disease. It has been shown that using feature selection techniques improved the classifiers' 
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performance even further. Three Ensemble classifiers are stacking, majority voting, and bagging. 

Forecast accuracy growth was best when majority voting was used, with a 98.38% accuracy rate. 
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