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Abstract: 

Large volumes of data are generated daily as a result of the extensive usage of Internet of Things 

(IoT) technology in indoor daily life. dependable methods for data analysis are necessary to 

make efficient use of this data. Recent advances in deep learning (DL) make it easier to handle 

and learn from enormous amounts of IoT data, allowing for a quick and competent 

understanding of the fundamentals of many IoT applications in intelligent indoor settings. The 

current literature on the usage of DL for various indoor IoT applications is summarized in this 

paper. Our objective is to provide knowledge on how to apply deep learning techniques from 

many angles to create better two separate indoor IoT application areas: indoor 

localization/tracking and activity detection. One important objective is to seamlessly combine 

the two fields of IoT and deep learning, which will lead to a variety of creative approaches for 

indoor IoT applications including robots, smart home automation, health monitoring, etc. 

Additionally, from a comparison of technical research in the three aforementioned categories, 

we develop a thematic classification. To increase the effectiveness of indoor IoT applications and 

to encourage and inspire further advancement in this exciting field of study, we conclude by 

proposing and discussing various problems, difficulties, and new directions to apply deep 

learning. 
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1. Introduction 

Conditional logic to neural networks is only a few example of the many types of automated 

decision-making that artificial intelligence (AI) encompasses. Machine learning (ML), a branch of 

artificial intelligence, is used to make predictions or decisions. Deep learning (DL) is a term used 

to describe a subset of machine learning methods that employ deep neural networks (DNNs). 

Research publications on artificial intelligence (AI) now account for 3% of journal articles and 9% 

of conference papers published in the last two decades. [1]. Most AI research typically focuses 

on developing algorithms and optimization techniques, with a focus on checking the accuracy of 
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high-performance models. artificial intelligence, machine learning,and deep learning are widely 

used in data-rich sectors in addition to academic study. With varied degrees of success, the 

same sectors have built goods and services on top of the AI backend. The necessity to evaluate 

and enhance algorithmic models for conversion into end-user requirements grows along with 

the industry's adoption of sophisticated models.The goal of creating smart building systems is 

to employ technology to enhance indoor living conditions for people [1]. To enhance residents' 

interior quality of life, we have developed a number of smart home applications, including B. 

interior device remote control, indoor fire detection, gas leak detection, power saving, elderly 

monitoring, childcare, and gesture control [2]. Together, Multiple purposes offer the use of 

smart indoor systems to simplify everyday tasks, lessen human effort, and highlight anxieties 

about problematic or uncomfortable situations at home. Recently, We now have access to a vast 

amount of information on individuals, particularly indoor data, because of the wide adoption 

and significant advancements in sensing techniques, Internet of Things (IoT) technologies, and 

communication technologies. To provide a variety of indoor services or applications that 

improve people's lives, this enormous diversity of data can be gathered, cleaned up, and 

evaluated.[3]. The creation of intelligent Internet of Things (IoT) applications has enhanced the 

viability of creating intelligent systems that enhance people's interior quality of life. Finally, it is 

generally agreed that the concept of intelligent indoor data analysis may be summed up as a 

five-step workflow: definition of the problem, data collection, preparation, analysis, and service 

provision. This is a little variation from earlier studies. 

 

1.1 Innovation 

This research helps with that by offering a thorough review of the function of DL techniques in 

indoor IoT use cases based on the following criteria: 

• For user-centric Applications for the Internet of Things (IoT) in smart indoor settings, this 

paper presents a thorough analysis and classification of recent breakthroughs in deep 

learning techniques. First, we group current research into categories based on how 

dependent it is on particular devices (sensor technology). Second, the underlying 

learning technique automatically categorizes and compares DL models. Finally, we offer 

a taxonomy to organize current literature according to application domains. 

• This research also provides a tabular summary of publicly accessible benchmarks and 

datasets, such as visual, sensor-based, radio frequency, and other data. The primary 

objective aims to educate scholars about the freely available data that can be utilized to 
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test and evaluate newly developed deep learning methods for indoor IoT applications 

with a human-centered focus. 

• Using a one-to-one comparison table, we explore and assess various deep-learning 

strategies for human-centric indoor applications. The proposed deep learning models, 

accuracy, application, system design, and data used for these methods are contrasted. 

• This study discusses current shortcomings, challenges, and future opportunities for 

exploring deep learning techniques to improve improving the efficacy and productivity 

of IoT applications with a centered people focus aimed at improving people's quality of 

life indoors. 

 

1.2 HCML's (Human-Centered Machine Learning) rise 

For more than ten years, HCML nomenclature has been utilized in publications.  

Balasubramanian et al. assert that their study on human-in-the-loop ML systems is what gave 

rise to the term "human-centric machine learning algorithms" in an aid. However, the use of the 

term HCML surged and gained popularity in the middle of the 2010s, when the modern deep-

learning period began. The possibilities, constraints, and internal workings of AI are still not fully 

understood by the typical user. As a result, [3,4] consumers express worries about AI systems' 

ability to explain things, user experience (UX), user privacy, security, and dependability. The area 

of Human-Centered Machine Learning (HCML) has developed in response to the necessity to 

solve these issues. The HCML area aims to enhance user-centric ML system development by 

recognizing that algorithmic optimization and cutting-edge neural network topologies alone 

cannot address usability and acceptance problems. Today, HCML words are mentioned in both 

formal and informal contexts, including AI publications[5], workshops, conferences, blogs, and 

articles from businesses with an AI focus. HCML emerged as a topic of research to investigate 

approaches for integrating machine learning systems with human objectives, circumstances, 

worries, and working styles. In addition to the many institutions that research the user 

experience elements of AI, many terminologies and acronyms have also been developed. 

Institutions now refer to ML and AI as "human-centered machine learning" (HCML) or "human-

centered artificial intelligence. However, the rationale for all of these terms remains the same, 

which is to develop usable and adaptable "human-in-the-loop" machine learning systems. 

 

2. Related surveys 

This part analyzes current studies of indoor IoT applications, covering both applications that 

depend on specific devices and those that don't. 
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2.1 Surveys on device-dependent Approaches 

Various device-dependent approaches have been developed for different types of IoT 

applications, especially those based on camera data or sensor data. Li et al. [14] provide a 

comprehensive overview of multiple computational techniques for physical activity detection 

and related applications in a smart IoT environment. They mainly discuss the analysis and fusion 

of sensory data (sights or sensors) and offer some insights into the challenges and possibilities 

of collective activity recognition. Abu Hamed et al. [15] reviewed about 140 studies on persistent 

human authentication techniques, classifying them into six interactive and physical biometric 

categories, including gesture, gait, speech, movement, keystroke dynamics, and multimodality. 

They also compare related research based on sensor, modality, algorithm, and user data. The 

authors also discuss intuitions and challenges of current biometrics that can be addressed in 

future work. Dang et al. [12] examined and analyzed research on human AR methods and 

showed their respective advantages and disadvantages, classifying AR methods into two 

categories, namely H. methodologies using sensors and vision that rely on data aggregation, 

feature extraction, preprocessing techniques, and training techniques. The writers also discuss 

group activities, gestures, actions, and human activities at various levels of human-object (HO) 

and human-human (H-H) interaction. In their discussion of fusion-based localization techniques, 

Guo et al. [16] covered heterogeneous, homogeneous, and hybrid systems as well as sources 

from diverse network frameworks. Device-dependent techniques, however, are obtrusive and 

difficult to employ since they necessitate a connection or co-location between the user and the 

device. They are severely affected by environmental barriers. 

 

2.2 Device-Independent Approaches Surveys 

Device-independent sensor technologies have been created to make it possible to design 

indoor IoT applications without relying on connected devices or security cameras, thus 

overcoming the drawbacks of the aforementioned device-dependent techniques. Hussein et 

al.'s [13] evaluation of device-free techniques for identifying various indoor human activity 

categories, such as motion-based,  and activities based on interaction. They provide a taxonomy 

as well with ten distinct subcategories for this task of activity identification. Using various kinds 

of fingerprints, Zhu et al. [17] investigated ML and smart indoor localization techniques and 

unveiled a novel smart localization framework. The primary problems in designing intelligent 

localization for the actual world are also covered, along with suggestions for future 

advancements and solutions. In IoT contexts, Alam [8] offers a thorough discussion of non-RF-
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based techniques for device-independent indoor localization. The author covers studies that use 

light, infrared, physical excitation, and electric-field detection, and then they talk about each 

method's major drawbacks and future research opportunities. Research on unusual behaviors in 

geriatric care in indoor IoT contexts is outlined by Deep et al. [18], who emphasize the stability, 

non-intrusiveness, and sociability of dense perception-based responses to contextual 

fluctuations. The authors also discuss important problems and links between conduct that is 

abnormal and human activities.Nimar et al. [19] examine several various algorithms and offer a 

more thorough examination of DL for human-centric RF-based sensing in their thorough 

assessment and categorization of DL research for RF-based human sensing. They also examined 

20 published benchmarks for radio emissions that can be used to detect human activities. They 

are both together. The capture, identification, and detection of channel status information (CSI) 

from commercial WiFi equipment is one example of a recent breakthrough in WiFi vision tasks 

that was studied by [2].  

 

They emphasize the applicability of these tasks in nine essential IoT contexts, such as WiFi image 

processing, vital sign monitoring, indoor localization, gesture and gait analysis, standard AR, fall 

detection, and person recognition are some examples of related technologies. Wireless sensor 

techniques were investigated by Liu et al. [20] in the context of their fundamental forerunners, 

methodology, and system designs. The utilization of wireless signals to streamline the design of 

various IoT applications, such as interior location anomaly detection, room occupancy 

monitoring, commonplace AR, gesture recognition, vital sign monitoring, and person 

recognition, is then covered. They also discuss the potential for future human-centric 

applications utilizing wireless signals. According to Thariq Ahmed [21], there are two types of 

gesture recognition techniques: model-based and learning-based. These techniques are used in 

contexts with device-independent sensing. Additionally, they go into data preparation, using 

feature engineering and classification models, and performance-affecting environmental 

factors. To assess overall performance and enhance useful human recognition methods, Zhang 

[5] also looked into ML- and DL-based wireless sensing for people detection using RGB/depth 

pictures and radar data. 

 

3. Deep Learning Techniques 

To enhance IoT operations and services, big data research has focused on IoT as one of its major 

producers. IoT big data research also demonstrates that it can benefit society. IoT data differs 
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from big data in its entirety. To study the requirements of IoT data analysis, it can look at the 

characteristics of IoT data and how it differs from conventional big data[25]. 

 

The benefits of deep learning over conventional machine learning techniques can be discussed 

here, with an emphasis on the benefits of deep learning in IoT applications. DL has a better 

capacity to generalize the dynamic relationships of vast volumes of raw data in diverse IoT 

applications than traditional ML methods[27,28]. Deep learning models are likely to perform 

better on big data, whereas conventional learning models can easily become overwhelmed 

when dealing with enormous amounts of data. The ability to process data generally depends on 

the depth of the learning model and different architectures, including convolutional 

architectures. Deep learning is an end-to-end method that can learn how to create useful 

features from unstructured data without relying on labor- and time-intensive manual processes. 

In comparison to other conventional ML techniques, DL models have improved in sophistication 

recently.  

 

An advanced multi-layer neural network learning algorithm is called deep learning. It advanced 

artificial intelligence and human-computer interaction while revolutionizing the idea of machine 

learning. On the MNIST database and the real-world handwritten character database, they gave 

the CNN and DBN scores, with 99.28% and 98.12% accuracy, respectively[29]. Researchers here 

assert that MIA may be employed in semi-white-box scenarios where system model structure 

and parameters are known but no user data information is available, and even consider it a 

severe concern due to its complicated structure and a vast variety of registered user data. 

Threats verified using facial recognition technology based on deep learning. This essay 

investigates how a power plant affects GEP throughout its lifetime[31]. Time series forecasting 

also makes extensive use of deep learning-based approaches. 

 

Large volumes of unstructured information can be handled by the DL's potent knowledge 

expansion methods[32]. Large-scale data management and computationally demanding tasks 

like speech recognition, visual pattern recognition, and analytics are best handled by these 

technologies. The model training cycle in DL is known to be time-consuming and demands high 

computational abilities, which has been one of the main obstacles in the past. Deep learning 

tasks that demand more CPU power are frequently executed on effective GPUs. As a result, DL 

has gained popularity as a method of data processing and modeling in the age of big data. 

There aren't many layers with distinct attributes in the DL approach[27]. In DL, features are 
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automatically estimated, hence no feature extraction or computation is necessary before the use 

of such a procedure. Furthermore, numerous network architectures have been added as a result 

of DL advancements. The authors' project's [33,34] objectives are to analyze biomarkers to 

distinguish ischemic stroke patients from healthy people and to quantify EEG signals to better 

understand task-related neurological impairment induced by stroke. 

 

In comparison to conventional ML techniques, DL models typically provide two key advantages 

throughout the training and prediction phases. They initially reduce the need for human training 

before eliminating any elements that might not be visible to human vision. DL techniques can 

boost precision as well. Like conventional M, DL[21]. Models with unlabeled data go under the 

category of unsupervised learning, while models with labeled data fall under the category of 

supervised learning. 

 

3.1 Supervised Learning 

The identified training set contains the system model for supervised learning. In supervised 

learning, the backpropagation method is the main strategy utilized. 

 

3.1.1 Recurrent Neural Networks (RNNs) 

RNN is a discriminative classification technique that works best with time series and sequence 

data. To evaluate the input sequence for particular tasks, the estimate uses multiple previous 

tests in addition to the categorization of a single test. Since a feeder neural network does not 

rely on input and output layers, it is inappropriate for these applications. The input to the RNN 

comprises both the current sample and samples that have already been observed[23].  The 

output of stage m-1 has an impact on stage m's. Each neuron contains a feedback loop that acts 

as both an input and the subsequent output. This procedure shows that each neuron in the 

RNN[5] has an internal memory for storing data estimations from the preceding layer. Even 

though there are neural loops, we can't use raw backdrop in this situation since it relies on the 

derivative of the weight loss from the preceding layer, even though the RNN doesn't have a 

stacked layer model. We create a network of feeders through time by utilizing the "unrolled 

RNN" method, which is at the core of backpropagation through time (BPTT). 

 

Due to the predominance of gradient issues and long-term dependencies, RNNs can only go 

back a short distance. To choose what to store in past and present memory, new techniques 

have been developed, such as GRU (Gated Recurrent Unit) and LSTM (Long Short Term 



Vol.29 计算机集成制造系统 ISSN 

No. 5 Computer Integrated Manufacturing Systems 1006-5911 

 

Computer Integrated Manufacturing Systems  
152 

Memory)[19]. RNNs were created to address issues that required sequential solutions, such as 

time series data of various lengths and text or language. RNNs can be used for a variety of tasks, 

such as determining personal mobility patterns, determining household usage, and recognizing 

driving behavior in smart cars. RNNs are therefore mostly employed in the natural language 

processing (NLP) industry.  

 

3.1.2 Long Short-Term Memory (LSTM) 

A discriminative technique called LSTM is capable of processing time-stamped, sequential, and 

long-term dependant data. An RNN variant called LSTM picks up on order dependencies in 

sequence estimation. LSTMs compute a value between 0 and 1 using their unit gates, each of 

which is predicated on its input. Four gates are built into each neuron to store data; for instance, 

these gates regulate access to memory cells and shield them from unwanted input. The neuron 

writes its data to itself when the gate forgets to function; otherwise, it sends a 0 to indicate that 

it has forgotten its previous data. Other connected neurons can write to and read from the read-

write gate when it is fixed at 1. Calculations performed on stored memory cells are not corrupted 

over time by knowing which LSTM data to fetch. BPTT is a popular technique for error reduction 

through network training. When the data has long-term dependencies, LSTM models 

outperform RNN models[38]. 

 

LSTMs are often developed versions of RNNs. Numerous LSTM techniques have been put out 

using the original network as a base. Sequence prediction and sequence labeling tasks have 

been accomplished well using LSTMs and conventional RNNs[58]. In both context-sensitive (CS) 

and context-free (CF) languages, these models outperform RNNs. Modern machine translation 

and effective speech recognition are provided by LSTMs for connected models with small sizes. 

On a single multi-core machine, LSTM networks are not appropriate for big networks. 

 

3.1.3 Convolutional Neural Networks (CNNs) 

CNN is a discriminative method that works well for recognizing and differentiating pictures. 

Input, output, and a few hidden layers make up CNN. In CNN designs, hidden layers can be 

subsample layers, pooling layers, convolutional layers, pooling, fully connected (FC), or nonlinear 

layers. The primary iteration of FC is CNN. The connections between each neuron in each layer 

are complete. The data was therefore overwritten by FC[22]. 
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The translation invariance property of DNNs with deep-layer interactions makes them 

challenging to train and poorly tested on tasks requiring vision. CNN can resolve these issues 

with the assistance of the aforementioned features. Using 2D input, CNNs can extract high-

quality characters from a variety of hidden layers, including audio or images. The core of CNNs is 

convolutional layers, which comprise filters with the same input form but lower dimensions. 

Complex networks can incorporate global or local pooling layers to streamline low-level data 

processing by reducing data dimensionality by integrating neuron cluster outputs into neurons 

in the following layer[78,79]. Since the activation features and final convolutions cover their 

inputs and outputs, RELU layers are typically activation functions supplemented by extra 

convolutions, such as pooling layers, FC layers, and hidden layers. 

 

3.1.4 Transformer-Based Deep Neural Networks 

Transformers are sequence-to-sequence neural network designs that use self-awareness 

techniques to detect global relationships in the context of deep learning. Many natural language 

processing (NLP) academics were interested in it because the transformer was created with 

sequence data as an input. Bidirectional Encoder Representation (BERT) from Transformers is 

one of the most effective Transformer-based models, attaining state-of-the-art performance in 

numerous NLP tasks. Transformers have also recently gained wider acceptance in the field of 

computer vision. Dosovitskiy et al. created a categorization system for transformer images 

utilizing image portions as input. Suggest.  

 

Detection Transformer (DETR)[115] is a successful effort for an end-to-end object detection 

framework based on Transformer. By eliminating various manually created components that 

encode past information, such as B. Spatial anchors in place of maximum suppression, DETR 

streamlines the object detection workflow. As a result, deep neural networks built on 

Transformers are also viable methods for tackling AI-related problems including NLP and 

computer vision-related disciplines. 

 

3.2 Unsupervised Learning 

To deal with vast amounts of unlabeled data, unsupervised learning must be employed in 

addition to traditional learning techniques. To initialize, duplicate back, and alter globally during 

training, stacked restricted Boltzmann machines (RBMs) or stacked auto-encoders can be used. 

 

3.2.1. Autoencoder (AE) 
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With the same number of input and output units, AE is a generative technique that may be 

modified to extract features and minimize size. One or more hidden layers are connected to 

these input and output layers. An autoencoder is a neural network that is set up to duplicate its 

input to its output. To make the input visible, the code level is private (hidden). An encryption 

encoder that maps the code input and a decoder that maps the code to decrypt the original 

input make up the two primary components of this layer[24]. The autoencoder has a function for 

reducing input and output errors. As a result of their function as input generators on the output 

layer, AEs are mostly employed for diagnosis and error identification. It will highlight a variety of 

IoTapplications[25]. Sparse autoencoders, denoisingautoencoders, and systolic autoencoders 

are examples of AE variants. 

 

3.2.2 Restricted Boltzmann Machines (RBMs) 

RBM is a generative method that can handle different types of data and can be used for data 

classification, dimensionality reduction, feature extraction, etc. RBMs are deep random networks 

that are probabilistic graphical models. The ability of an RBM's neurons to build a bipartite 

graph is constrained by the Boltzmann version. A pair of nodes in a hidden group and a visible 

group may have a symmetric relationship. There is no relationship between nodes belonging to 

the same group, nevertheless. Additionally, biasing devices are attached to all neurons, both 

visible and secret (hidden). To create the DNN, it could be essential to store the RBM. They serve 

as the DBN network's skeleton as well. In particular, RBMs can be stacked to create DBNs, or 

related deep gradient descent and backpropagation networks can be adjusted. Optimizing the 

product for all probabilities of visible units is the aim of RBM training. For measuring latent 

parameters, which are then utilized to reverse-flow reconstruct data inputs, RBM has traits with 

AE. 

 

3.2.3 Deep Belief Networks (DBNs) 

DBN is a generative technique that can handle many data types. A DBN can be compared to a 

collection of straightforward unsupervised networks (like RBM and AE), where each sub-

networks hidden layer serves as the visible layer of the following sub-network. Such a network 

does not have connections within the layers, only between them[27]. Layer by layer, DBNs can 

also be trained greedily. Due to this interaction, the "bottom" layers carry out a quick, 

unsupervised training process during which each sub-network is subjected to opposite 

divergences. DBN training is carried out layer by layer, with each layer being treated as an RBM 
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that has been trained on top of earlier trained layers. DBN can therefore be quick and effective in 

DL approaches. 

 

3.3 Deep semi-supervised learning models 

The scope of semi-supervised DL models includes models designed to utilize instances of 

unlabeled and labeled data during training. For example, Under arbitrary perturbations (such as 

scaling, rotation, translation, flipping, or random shaking), an efficient DL model must generate 

smooth and soft estimates of GANs[30]. Current semi-supervised models can be viewed from 

two different perspectives, generative models and teacher-student models. 

 

3.4 Generative modelsof the semi-supervised  

AEs, RBMs, DBF, and GANs could be obtained from the equivalent unsupervised DL models. then 

treats them as a subset of the first K authentic classes to determine the distribution of unlabeled 

observations. Additionally, Utilizing the latent representation encoded from the labeled and 

unlabeled portion of the training data, the semi-supervised AE creates a classifier for 

forecasting[31].  

 

3.4.1 Teacher–student models 

TheTeacher–Student models are regarded as the type of semi-supervised models that have 

been realizing great success in recent years. During training, The parameters of a student 

network are managed by the estimated labels. To increase the student network's capacity to 

classify the unlabeled observations, the consistency between the teacher and the students needs 

to be enhanced. 

 

4. Data collection and benchmarks 

Open-source datasets are becoming increasingly necessary for the DL research community to 

promote reproducibility and quicken the pace of research output. The final objective is to offer 

multiple benchmarks to quickly experiment with and compare the effectiveness of DL models 

from multiple, independent studies. Aggregating and annotating human-centric datasets is a 

challenging task, regrettably. Due to privacy restrictions, particularly for indoor data, publicly 

available data is not always accessible, and preserving records might be expensive. Access to 

community/shared datasets may be perfect for expediting deep learning research in the future, 

even if the majority of academics are now gathering their datasets in the lab to test out 

proposed deep learning algorithms. Due to the current scarcity of data for these applications, 
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this section summarizes the publicly accessible benchmarks for several indoor IoT applications in 

depth. This may help future research exploration. 

 

4.1 Vision datasets 

The vast improvement and wide applicability of computer vision models have drawn 

researchers' attention to the development of innovative AR methods based on vision datasets. 

Standard cameras may record RGB images, which are comprised of blue channels andred-green, 

in a visible continuum[38], [39], [40]. Still, cameras often have a small field of view, tend to be 

calibrated, and are greatly influenced by their surroundings, such as walls, lighting, and other 

environmental factors. With the development of depth sensors and range vision techniques, 

learning algorithms will be better able to distinguish human actions and actions. Still, the limited 

resolution of RGB-D data results in images that are noisy with silent empathy and are easily 

corrupted by light-sensitive and translucent materials[41], [42]. 

 

4.2 Sensory data 

According to the sensor type, the present perception data can be split into four categories: 

environment sensors (AS), wearable sensors (WS), object sensors (OS), and mixed sensors. 

Additionally, it can be shown that most sensory datasets now in use only take into account the 

activity of a single subject, with very few taking into account the activity of several subjects or 

groups. Notably, the magnetometer, gyroscope, and accelerometer WISDM datasets—which are 

frequently used as benchmark datasets to assess sensor-dependent deep learning techniques—

are incorporated into the majority of the existing benchmarks employing WS. Additionally, it can 

be shown that the majority of current sensory datasets are compiled by recording the behaviors 

of specific individuals.However, humans find it uncomfortable and potentially uncomfortable to 

carry a device or certain types of sensors, which makes it challenging to design ubiquitous IoT 

applications, especially indoor ones. 

 

According to the sensor type, the present perception data can be split into four categories: 

environment sensors (AS), object sensors (OS), wearable sensors (WS), and hybrid sensors. 

Additionally, it can be noted that few sensory datasets now in use take several people or groups 

into account when aggregating sensory data[65]. It's important to note that the majority of 

contemporary benchmarks, including magnetometers, gyroscopes, and accelerometers, are 

combined utilizing WS. When assessing sensor-dependent deep learning techniques, the 

WISDM dataset is frequently utilized as the reference dataset. Additionally, it can be shown that 
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the majority of current sensory datasets are compiled by recording the behaviors of specific 

individuals. Sadly, humans find it uncomfortable and potentially uncomfortable to carry a device 

or certain types of sensors, which makes it challenging to design ubiquitous IoT applications, 

especially indoor ones. 

 

Table I. Summary of datasets for recognizing indoor activities using vision. 
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Table II.A summary of the traits, benefits, and drawbacks of the various indoor sensor 

categories. 

 

 

4.3 Radio frequency data 

Due to their contactless, non-LOS, and privacy-preserving qualities, RF waves have been used by 

researchers to develop smart IoT applications. According to the chosen communication 

technology, three basic categories can be applied to RF data. With its various benefits, A low-

cost communication technique called Radio Frequency Identification (RFID) does away with the 

need for device extras like sensors. Instead, the latter tags store energy from a nearby RFID 

reader that reads RF signals and analyzes them to give radar-based information collection. 

Radar is a type of technique for active sensing using RF waves that are transmitted and 
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subsequently altered by the target. Radar technology for indoor applications is becoming more 

popular in modulated form. Continuous wave radar (CW) and ultra-wideband radar (UWB) are 

the two types of radars now available for this use. 

 

Table III. Summary of indoor activity identification datasets using sensors 

 

The signal from a target (a human) in the signal route is tempered by the notoriously consistent 

frequency CW ratio signal that CW radars broadcast. Doppler radar, interferometric radar, and 

radar. The difficulty in assessing and contrasting various DL studies is revealed by the HF data's 

sensitivity to experimental circumstances and equipment configuration. With a subject 

population spanning from 1 to 95, the current dataset was dominated by daily activity, gesture, 
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and gait analyses. Between 1 and 7 environments are taken into account while aggregating 

records. An Intel 5300 Network Interface Card (NIC) is always used to capture CSI, the most used 

RF signal for AR[84]. 

 

Table IV.isa summary of the traits, benefits, and drawbacks of several RF communication 

methods. 
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4.4 Indoor Positioning and tracking datasets 

Similar to this, each of the three categories—sensory data ,vision data, or RF data—is 

represented by one of the publicly available datasets for the indoor location. Because RF data 

(CSI and RSS) is so effective at simulating human positioning information contrasted with data 

from sensors or vision, it is obvious that it dominates the current benchmarks. There aren't many 

indoor positioning benchmarks, and the majority of them are historical data, in contrast to 

activity recognition benchmarks. 

 

5. Indoor IoT applications 

Smart indoors makes it feasible to connect the numerous ubiquitous IoT devices included in 

many interior products, like smartphones, smart TVs, and smart refrigerators. Due to recent 

advancements in DL, researchers are employing it to solve a variety of smart indoor problems 

that contribute to improving quality of life through a variety of applications of smart indoor 

settings. This section offers numerous deep-learning approaches for various classes of user-

centric IoT applications in smart indoor environments. 

 

Table V. A survey of RF-based datasets for identifying indoor activities 

 

H-H=”human-human”, H-O=”human-object”, NA=” not exist” 

 

5.1 Vision-based Indoor Positioning 
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For a wide range of applications, CV methods' dependability and durability are widely known. 

Zhao et al. [107] investigate the prospect of enhancing localization performance by merging 

camera data with smartphone data and WiFi data to create a multimodal framework. This 

framework can help compute the interior vision of buildings for later localization or navigation 

reconstruction. Building Information Modeling (BIM) and CNNs are used to build a benchmark 

of compressed BIM photographs and Haite. [108] offer a unique visual indoor localization 

framework that analyzes the data to identify the nearest indoor photography equivalents. This is 

an approximation of the photo's orientation and indoor location. Another investigation by 

Chhikara et al. Unmanned aerial vehicle (UAV) indoor localization utilizing a CNN, Using a design 

for transfer learning, and employing a genetic algorithm to tune the model's hyperparameters. 

However, determining local coordinates and distances is not best done using visual data. 

Additionally, it is well known that visual data violates privacy and is restricted by LOS. Therefore, 

vision-based navigation, steering, and positioning techniques become less desirable option. 

 

5.1.1 Sensor-based Indoor Positioning 

Researchers take into account sensory data collected by numerous sensors installed in 

smartphones, smartwatches, and other devices to address the shortcomings of vision-based 

indoor localization techniques. As an illustration, A DL framework for localization utilizing 

magnetometer-gathered geomagnetic data was proposed by the authors of [110]. Following 

the encoding of the data into a repeating graph form, a CNN was used to automatically extract 

features and then classify the data. A deep learning system that learns how to perform indoor 

localization based on bimodal sensory data, including data acquired from light sensors and 

magnetometers, is described in [111]. This system uses LSTMs. This data can be used to enhance 

localization performance, according to experimental analyses of private datasets. To examine 

other sensor modalities, the authors of [112] proposed a multi-sensor DL framework that 

incorporates learning from multi-modal data from magnetometers, barometric pressure 

sensors, pressure sensors, and the Global Navigation Satellite System (GNSS). The framework 

makes use of MLPs to compute classification judgments, LSTMs to describe temporal 

dependencies, and dense convolutions for effective feature extraction. Pedestrian dead 

reckoning (PDR) has recently been acknowledged as one of the common ways to achieve indoor 

localization due to the extensive use of smart devices. The SAE network of [25] uses smartphone 

data (acceleration and gyroscope data) to estimate stride length in a PDR system in this regard. 

In summary, the selection of DL models and sensors for localization is significantly influenced by 

a number of factors, such as efficiency, the environment for localization, the availability of 
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computational resources, latency difficulties, etc. For instance, the usage of acceleration can be 

used to accomplish effective positioning. Magnetometer and gyroscope sequences. Wearing 

the sensor constantly, however, can be highly challenging for many. Knowing the ground plane 

can help with localization or tracking because individuals must move between levels in a multi-

story workplace. A decision on the suitable DL layer, such as H. Convolutional layers, repetition 

layers, and attention layers, is also necessary given the significance of spatial information or 

temporal dependencies in the input. 

 

5.1.2 RF-based indoor positioning and Tracking. 

Triangulation and fingerprinting are the two subcategories of RF-based indoor localization that 

can be distinguished [12]. The fingerprinting process uses both online and offline CSI data. The 

measured CSI measurements are compared with the fingerprint data to determine the location 

of the target during the online phase or for tracking reasons when the system computes CSI 

reports of target locations throughout the offline phase to establish a fingerprint benchmark. On 

the other hand, triangulation/geometric approaches use the geometric features of triangles to 

determine and track a person's position. Table 7 shows that DL models based on RF signals have 

become more popular than those based on visual or sensory input. 

 

5.2 Activity recognition 

To effectively represent human-computer interaction in intelligent human-centric systems for 

surveillance, disability care, and healthcare, activity recognition (AR) is receiving growing 

scientific interest. The system, etc., has several advantages. IoT devices, smart technology, and 

augmented reality (AR) are now crucial components of efforts to enhance human existence in 

intelligent interior environments. Human activity, as we all know, is a conscious, aware, and 

personally significant series of actions that can be carried out by linked or unrelated people or 

groups. According to the complexity of the activities, the task of AR can be separated into three 

primary levels: individual activity detection (IAR), group activity detection (GAR), and hybrid 

activity detection (HAR). In IAR, the lowest degree of sophistication in AR, the main objective is 

to detect and identify actions taken by a single agent, regardless of actions taken by other 

agents in the environment. Additionally, in GAR, two or more individuals are actively involved in 

a variety of activities that may or may not be connected. Activities that are shared by subjects in 

related groups are those that help them all work toward a common objective. For instance, 

cooperation is required when several individuals are lifting a big object from the floor to a small 

table. Contrarily, independent group activity denotes some of the subject's behaviors as being 
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autonomous and separate from those of others.For instance, each person's activities are 

independent of one another while they study, rest, watch TV, etc. [126]. Additionally, HAR's 

primary objective is to find indoor individual and group activities, which is a more difficult 

assignment. For instance, a smart home has three occupants, two of whom are sleeping and one 

of whom is cleaning dishes in the kitchen. As a result, a variety of both solo and group activities 

happen here. To this purpose, as was previously said, the research community has chosen to 

make use of deep learning to create effective and entirely automatic approaches to recognize 

various human activities. 

 

5.2.1Vision-based activity recognition 

Vision-based deep learning methods mainly rely on visual sensor tools to monitor and record 

different types of indoor human activities [2]. What is most striking about this approach is that it 

is highly dependent on the quality of the captured image or recorded video. In simple terms, the 

primary elements that affect the quality of visual data are resolution, lighting circumstances, 

illumination variations, and comparable graphical features. As a result, computer vision 

researchers are more motivated than ever to develop a fresh approach to enhance AR 

performance from visual data with a manageable processing workload to satisfy the 

requirements of the IoT context. In terms of DL models, learning techniques (LS), AR layers, data 

preparation (preprocessing and/or feature engineering), and dataset IDs, Table 8 covers recent 

DL work on activity detection. 

 

5.2.2 Sensor-based activity recognition 

Recent developments and the widespread use of sensor technology have made sensor-based 

AR a more alluring research topic for the DL community. Since sensor data is smaller, processing 

it takes less time. Table 9 lists current developments in the DL modeling of several human 

activities from sensory input. This contains data preparation, dataset identification, reported 

accuracy, contributions, DL models, LS, and AR layers. 

 

It is important to note that the majority of the current studies primarily train their models using 

supervised methods. Some of them are thinking about learning from readily accessible, 

enormous amounts of unlabeled sensory input. Through semi-supervised training, which uses 

both a significant amount of unannotated data and a small amount of labeled data during 

training, the authors of [137], [138], and [139] seek to overcome this issue. As an alternative, The 

hierarchical k-Medoids clustering method (Hk-mC) was used by the authors of [140] to produce 
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an online learning LSTM model for unsupervised training on samples without tags. This 

approach automatically labels raw signals and generates hierarchical classifications. However, 

there hasn't been enough research done to fully understand the potential of 

unsupervised/semi-supervised DL for AR. The great majority of the papers we examined also 

concentrated on IAR-level AR. In an exceptional attempt to solve GAR, the authors of [141] used 

temporal convolutional networks (TCNs) and LSTM networks to predict multi-user behavior 

from tailored 2D light detection and ranging (LiDAR) data. 

 

Table VII. Summary of indoor positioning and tracking investigations using deep learning 
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LS=” Learning Strategy”, SU=”Supervised”, US=”Unsupervised”, SS=”Semi-

supervised”, PP= “positioning performance”, A=”Accuracy”, E=”Localization error”, 

F=”fingerprinting”, V=”Vision”, S=”Sensor”, T=”Triangulation”, NA=”not exist”  
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5.2.3 RF-based activity recognition 

The use of radio waves to record human behavior has specific advantages due to its wide 

availability, which allays privacy concerns raised by vision-based and sensor-based techniques. 

Because walls and darkness can also interfere with RF signals, they are perfect for replicating 

human activity, especially inside. In recent years, RF-based augmented reality has gained 

popularity as a research topic. Commercial radio frequency solutions for sensing, capturing, and 

detecting many forms of human activity have been presented. Recent DL investigations on AR 

from various RF frequencies are compiled in Table 10. 

 

It is clear that all of the DL studies under consideration place a strong emphasis on identifying 

individual user activities (IAR level), whereas GAR and HAR do not investigate areas. This might 

be a result of how difficult it is to record the varying multi-user activity in wireless signals. HF-

based techniques employ supervised training like sensor-based techniques, while GANs created 

for fall and gesture recognition use semi-supervised training [153]. It is possible to enhance 

learning from unlabeled RF data by looking more closely at semi-supervised and unsupervised 

models. Additionally, the majority of studies examined experiments and validated their models 

using their unique datasets; however, it is vital to replicate their findings using open data to 

comprehend the advantages and disadvantages of their models. Additionally, CSI is well known 

for detecting human activity among multiple RF data types, the majority of which are recorded 

by the Intel 5300 NIC. 

 

6. Emerging matters and future directions 

The most fascinating research fields for indoor Internet of Things applications, encompassing 

both device-specific and generic applications approaches, are highlighted in this section. The 

primary challenges in developing intelligent indoor IoT applications are listed in Table XI, along 

with based on current research on intelligent IoT, potential solutions. 
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Table XI: lists difficulties and potential remedies for various IoT applications in indoor 

settings. 

 

  

6.1 Transfer learning 

The development of intelligent IoT as a current trend in the computer vision community has 

been dominated by DL techniques. However, learning new DL methods from the start is still a 

difficult effort to create trustworthy applications. Implementing DL techniques that rely on prior 

pre-trained architectures that have already encountered the underlying data format is, 
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therefore, a credible tactic. When employing visual or sensory data streams for indoor trending 

applications, it might be interesting to investigate transfer learning ideas. 

 

6.2 Explainable deep learning 

In recent years, research on the interpretability of visual models has become of utmost 

importance. There aren't many studies on interpretable video recognition methods, though. The 

detection of indoor activities, gestures, or indoor locations in a sequence of video frames 

derived from the target movie only requires a small number of keyframes, as described in [85, 

86]. Furthermore, the related temporal characteristics of indoor activities and gestures vary. 

Based on the frames recorded at the start or conclusion of the video, it is possible to identify 

some action or gesture. Expert research can address issues like B. Frame arrangement in the time 

domain by examining the interpretability of complex activities/gestures based on keyframes. 

What impact do keyframes have on categorization choices? Is it possible to tailor these 

frameworks for quick teaching of DL techniques without sacrificing the effectiveness of indoor 

applications? Researchers can use this knowledge to create indoor IoT applications that are 

more effective. 

 

6.3 Multimodal data 

Multimodal data, such as the typical audio, image, text, and signaling data created and received 

by humans to interact with their surroundings, is frequently found in indoor locations. Reading, 

for instance, enables the rebuilding of a consistent component of a person's visual intelligence. 

As multimodal data provide intriguing semantic information, it is desirable to use multimodal 

information to comprehend complex interior activities [87]. Since learning directly from 

multimodal data can be challenging, modeling this type of data enables the collectionof long-

term temporal connections between entities from multimodal data [88]. This long-term 

temporal dependence can show how indoor actions, gestures, and locations are sequentially 

ordered over time, much like how the human brain functions. One element from the lengthy 

main sequence initiates the following element once something is remembered, much like a 

persistent video. Furthermore, comprehending temporal interdependencies requires an 

understanding of interactions between various entities. For instance, a predefined interaction 

between items happens in a certain activity under a certain set of circumstances. Therefore, 

human multimodal information should be taken into account by DL-based indoor IoT 

applications to achieve dependable performance, particularly in applications that depend on 

long-term data. 
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6.4 The physical aspect of humans 

The study of the physical components of human behavior, such as distinct and intricate 

movements and gestures, is becoming more and more popular today. For instance, the authors 

of [89] suggested a HAR dataset of 20 billion things to encourage researchers to investigate the 

link between humans and items. The record contains a class schema or a description of a 

document, like B. "Put an entity near an object" refers to a situation in which two things or a 

person interact. These data aid in the creation of indoor Internet of Things (IoT) applications that 

consider the physical characteristics of human movement and action as well as interactions with 

objects and spatial relationships. Closed-circuit television (CCTV) video may record a lot of 

statistics, but it can be challenging to record some physical characteristics including strength, 

speed, movement patterns, and speed. Therefore, it is crucial to create IoT benchmarks that take 

this data into account. 

 

6.5 Learning actions without labels 

Physically annotating data samples to expand the number of indoor datasets for training DL 

models from arbitrary application domains is time-consuming, ineffective, and expensive. Even 

while some regions allow for automatic annotation using search engines and video subtitles, 

human approval is still necessary. Crowdsourcing [104] is thought to be a more beneficial 

solution. However, label multiplicity concerns make it difficult and produce irrational outcomes. 

As a result, the research community must use more advanced and potent learning approaches 

that inevitably change created indoor data that is not labeled [140]. 

 

Figure (1) Human-centric activity recognition taxonomy in intelligent indoor environments 
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7. Conclusion 

This article,may give a comprehensive overview of the most advanced deep learning algorithms 

and list the advantages and disadvantages of each from both device-dependent and device-

independent viewpoints. Because they might be used in a range of IoT applications in smart 

indoor settings, such as geolocation and activity detection applications, these techniques have 

gained considerable attention in recent years. In the era of human-centric IoT applications in 

indoor environments, comprehensive explanations, analyses, and insights into pertinent features 

aid academics in expanding their knowledge. 

 

When addressing current research, a number of factors are taken into account, such as deep 

learning construction, precision, programs, settings, data used, sensors, and examples. We value 

the most recent developments in IoT applications that involve and don't involve specific devices. 

In terms of data modalities and/or application domains, we present a new taxonomy for 

intelligent indoor DL approaches. Investigated are the features, benefits, and drawbacks of 

contemporary deep learning techniques applied to indoor IoT applications. The most fascinating 

research questions in indoor IoT applications are also examined in this review study, and viable 

solutions are offered. 

 

A number of difficult subjects, including B. System Design, Tracking of Multiple Activities, 

Motion Prediction, and Temporal Sensitivity, are beneficial for future research in addition to 

deep learning applications in varied indoor situations. Research on numerous human-centric 

indoor IoT applications may be stimulated by this study. 
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