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Abstract: 

This research delves deep into the saga pattern, which proves to be an effective approach for 

managing local se- quential transactions across distributed microservices. However, the problem 

of isolation lacking in the saga pattern can result in incorrect commits on databases due to 

unfinished transactions. To address this issue and further enhance existing solutions like 

transaction management protocols (e.g., two-phase commit), this study introduces innovative 

enhancements, namely quota cache and commit-sync service. These enhancements enable 

specific operations between database layers, effectively preventing invalid or incomplete 

commitments on the main databases. An experi- mental test was conducted to evaluate and 

check the effectiveness and performance of a microservices-based e-commerce system, 

revealing that this novel approach successfully handled both regular scenarios and exceptions, 

addressing isolation concerns. In the event of service failures, compensation transactions were 

executed to undo adjustments made solely within the caching layer. After ensuring all processes 

were correctly completed, the alterations were committed back into the database. Although 

promising results were observed, further investigation is required for optimization before 

widespread adoption as an industry- standard approach. 
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1. Introduction 

When building a website using a microservice architecture, it is crucial to implement distributed 

transaction patterns to ensure smooth and efficient transaction handling across the system[1]. 

However, migrating an application from a monolith to a microservice architecture is an intricate 

undertaking that demands substantial time, effort, and careful consideration. It is a multifaceted 

process that is prone to errors, making it imperative to employ appropriate tools that facilitate 

and guide the decomposition process [2][3]. And hence to build a robust E-commerce website, 

leveraging Microservices de- veloped with NodeJS in the backend is highly recommended REST 

APIs will facilitate seamless connection between these Microservices. Proper event handling, 

including buy- ing, completion, and failure scenarios, requires the utilization of message queue 

middleware. while effective transaction management across multiple services necessitates the 

use of Orchestration approach of SAGA pattern [4][5].These message queues, coupled with a 
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SAGA-based quota-cache database connected through REDIS server technology, significantly 

enhance system throughput. By employing a commit sync pattern, optimal performance results 

can be achieved, ensuring efficient event processing and isolation handling within the system[6]. 

The SAGA pattern proves to be effective for managing distributed transactions in microservices. 

But the current SAGA pattern faces issue of lack of isolation, which states that reading and 

writing from uncommitted transaction is not prohibited in it. And hence enhancing the SAGA 

pattern with queue middleware and a quota cache database server becomes essential to 

prevent issues like uncommitted reads and writes, ensuring data consistency and reliability 

throughout the microservices architecture[8][9]. 

 

2. Proposed   Methodology 

The system is composed of five microservices, namely the WarehouseService, OrderService, 

BillingService, Ship- pingService, and CustomerService. Each microservice has its own dedicated 

database. Leveraging the power of NodeJS technology, these microservices were developed, 

inheriting and implementing the relevant use cases seamlessly [10][11]. Communication with the 

microservices occurs through a REST API, utilizing the simplicity and versatility of the HTTP 

protocol. This architecture ensures modularity and allows for efficient interaction between the 

different components, enabling the system to scale and evolve effectively[12][13]. This system 

offers users a seamless online purchasing ex- perience, enabling them to select desired 

products, payment methods, and preferred shipping options. Comprised of es- sential 

components such as WarehouseService, OrderService, BillingService, and ShippingService, 

among others, the system supports long transactions with the flexibility of both Ware- 

houseBeforeBilling and BillingBeforeWarehouse approaches, as illustrated in the Figure 1. 

 

The flow commences with Warehouse Services procuring goods, which are subsequently stored 

as ”IN PROGRESS” orders in the Order services. This paper outlines a comprehen- sive process 

for placing and fulfilling orders, starting with the retrieval of items. If the item retrieval fails, the 

placed order is tagged as ”FAILED.” The subsequent step involves payment validation by the 

Billing Service. Upon successful payment, the transaction is processed, while any payment failure 

halts the flow at this stage. To facilitate efficient event processing, the system leverages a 

message broker middleware namely apache kafka which is also an open source software [18]. 

Kafka enables the publishing and listening of message streams, capable of handling numerous 

number of messages per second, thereby supporting high throughput applications. 

Additionally, Kafka’s durability feature ensures message persistence by storing them on disk 
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[19]. Overall, the described process and technology stack illustrate a robust framework for 

managing e- commerce orders, emphasizing fault tolerance, scalability, and reliable event 

streaming capabilities [20]. 

 

The message queue apache kafka middleware plays a crucial part in managing both failure and 

completion events within a distributed event based architecture. It enables seamless mes- sage 

sending and also message receiving between and among all the microservices while maintaining 

the order of requests for accurate final commitment. Various forms of message queue 

middleware were utilized, with Apache Kafka serving as the central component. This middleware 

effectively handles potential exceptions that may arise from failures during the process, 

particularly when service validation is necessary. 

 

The introduction of an in-memory quota cache proves to be a valuable addition to the 

microservices architecture. It opti- mizes data access by providing faster retrieval of frequently 

used data, thereby reducing the reliance on frequent database access. However, in the event of 

any issues during Warehouse- Service actions that could potentially affect the main database 

and impact client orders, compensation transactions are swiftly deployed to undo these changes 

and cancel the order. 

 

The implementation proposes an in-memory quota cache can significantly enhance the 

performance and reliability of microservices-based systems. It can be customized to cater to the 

specific requirements of different applications. In the improved version, the CRUD (Create, Read, 

Update, Delete) operations have been shifted from the primary database layer to an 

intermediate cache tier. This relocation further optimizes system performance and reinforces 

reliability within the mi- croservices architecture. 

 

In computational contexts, caches serve as advanced data storage components that significantly 

reduce access time to primary memory systems. Among the different cache tech- niques, quota 

caching stands out as an effective in-memory databasing approach. It ensures the accuracy of 

read and write operations through CRUD actions, preventing any potential 
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Fig. 1. State Diagram 

 

 

 

incorrect commit disasters that could affect the main database. By implementing a cache 

system, overall performance is maximized by minimizing latency across multiple databases or 

services. 

 

This paper introduces the implementation of an in-memory quota cache, specifically designed 

to enhance the performance of microservices. Compared to the baseline implementation using 

the saga pattern, the proposed in-memory quota cache demonstrates improved performance 

and efficiency. By lever- aging the benefits of cache systems, microservices can achieve faster 

access to data, reduced latency, and optimized resource utilization. Overall, the utilization of an 

in-memory quota cache in microservices architecture presents a promising solu- tion for 
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maximizing performance and ensuring data accuracy. By freeing the main database from 

incorrect commit disasters and leveraging the power of cache technology, this approach offers 

significant improvements in the overall performance of microservices- based systems. 

  

3. Result 

A. Test 1 : Evaluating the SAGA in use case 1 

To comprehensively assess the Baseline Standard System’s capabilities, we conducted Test 1, 

focusing on Use case 1. As per the SAGA pattern’s guidelines, the orchestrator module 

assumes responsibility for capturing the crucial ”buy-event” [14][15]. Subsequently, the 

respective microservices come into play, seamlessly managing the event processing workflow. In 

strict adherence to the pattern, the WarehouseService takes the lead in the initial stage by 

meticulously retrieving the precise amount of goods required. This critical operation unfolds 

within the database, as denoted by the distinctive ”logger name” field [16][17]. Continuing 

with remarkable precision, the OrderService takes charge, skillfully initiating the order process. 

Building upon this momentum, the BillingService enters the stage, expertly executing payment 

validation. Should the validation encounter any hiccups, the workflow promptly concludes, and 

the order assumes the ”FAILED” status. 

 

Fortunately, in this particular Use case, the validation pro- ceeds without a hitch, ensuring a 

flawless sequence of events. Moving into the next phase, the BillingService diligently collects the 

requisite payment, instilling trust and confidence in the transaction. Once this financial 

milestone is firmly established, the ShippingService springs into action, promptly dispatching 

the eagerly anticipated delivery in accordance with the customer’s preferences. Lastly, the 

OrderService meticulously finalizes the order, leaving no detail unattended. From updating the 

order status to recording the shipment ID, quantity, and overall order status, every aspect is 

diligently managed to ensure a comprehensive and satisfactory customer experience. This 

meticulous evaluation of the Baseline Stan- dard System in Use case 1 highlights its remarkable 

effective- ness in orchestrating a flawless and error-free order processing flow. By seamlessly 

coordinating the various microservices, this standardized approach showcases its inherent 

reliability and aptitude for delivering impeccable results. 

 

B. Test 1: Testing the Optimized System with Use case 1 

In the enhanced SAGA pattern, Steps 1 and 2 exhibit a striking resemblance to the original SAGA 

implementa- tion, with the WarehouseService and BillingService embracing the suggested 
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approach. However, significant enhancements have been introduced. One notable improvement 

lies in the utilization of Redis, an in-memory cache, for data access instead of relying solely on 

the database. This innovative approach eradicates the necessity for transactions on the primary 

database during these processes, leading to enhanced efficiency and performance. By 

leveraging Redis as the data store, the system achieves optimal speed and responsiveness, 

ultimately resulting in a more streamlined and robust execution of Steps 1 and 2 in the SAGA 

pattern. To provide a visual representation, Figure 2 illustrates the initial request of items the 

customer wishes to purchase. This request is received in the Kafka message broker, 

accompanied by crucial details such as product ID, quantity, customer ID, price, and rating, as 

depicted in Figure 3. 

 

Fig. 2. 

 

Fig. 3. 

 

Step 1 entails the WarehouseService checking the availabil- ity of the desired items in stock, as 

illustrated in Figure 4. If the items are available, the warehouse-check status is updated as 

”true”; otherwise, it is marked as ”false.” The updated warehouse-check status is then 

transmitted as a message via the Kafka message broker, as showcased in Figure 5. 
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Fig. 4. 

 

Moving on to Step 2, the message received in Figure 5 is forwarded to the OrderService, where a 

unique order ID is assigned to the requested order, as demonstrated in Figure 6. Subsequently, 

the message, now containing the unique order ID, is published in the Kafka message broker, as 

depicted in Figure 7. 

 

Step 3 commences with the initiation of the BillingService. In this phase, payment validation 

transitions from the database to the in-memory cache. The payment status is updated as 

”true” if the payment is successfully processed, and ”false” otherwise, as illustrated in Figure 

8. A message is then 

 

Fig. 5. 

 

Fig. 6. 
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Fig. 7. 

 

published in the message broker, carrying the payment status to the Shipping microservice, as 

shown in Figure 9. 

 

Fig. 8. 

 

Finally, Step 4 involves the ShippingService, which verifies the payment status and warehouse 

status. Only if both condi- tions are true, the order is confirmed, shipped, and marked as a 

success. The order status is updated accordingly, with the 

 

Fig. 9. 

 

shipping status marked as ”dispatched,” as demonstrated in Figure 10. After the task is 

finished, the orchestrator module promptly dispatches the completion event to the designated 

message broker. Upon receipt of the ”completion-event” mes- sage, both the 
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WarehouseService and BillingService swiftly initiate the specified transactions, directly 

interacting with the database. It is worth highlighting that both the Warehous- eService and 

BillingService have seamlessly transitioned their update processes to the in-memory cache. 

Consequently, upon receiving the completion event message, they efficiently carry out the 

required transactions on the database without delay, ensuring optimal performance and 

streamlined operations. This improved implementation of the system, as demonstrated in Test 1, 

showcases the improved efficiency and performance achieved by leveraging the improved Saga 

pattern. By in- tegrating advanced technologies and optimizing data access, the system achieves 

seamless coordination and execution of transactions, ensuring a robust and reliable order 

processing workflow. 

 

Fig. 10. 

 

C. Test 2: Testing the Saga with Use case 2 

This Test aims to showcase the event processing capabilities of an e-commerce microservices- 

based system, specifically focusing on a payment exception Use case. Both versions of the 

system will be tested using the same workflow steps outlined by the standard saga pattern. In 

the first two phases, the system retrieves the required products and sets up the order, following 

the standard saga pattern. However, a significant deviation occurs in Step 3, where an 

excessively high sum is supplied, surpassing the consumer’s affordability. As a result, the 

payment validation fails, triggering an exception in the process. To effectively address this 

exception, the system incorporates rollbacks in Step 4, which initiate the process of reverting the 

fetched products to their original state. By executing these rollbacks, the OrderService ensures 

that the order is completed, albeit marked as unsuccessful. This meticulous approach 

guarantees data consistency and integrity by maintaining the integrity of the fetched products 

and upholding the system’s overall reliability. 
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Fig. 11. 

 

D. Test 2: Testing the Optimized System with Use case 2 

In the optimized system, the initial phases mirror those of the baseline standard version. The 

order request is received in message form through the Kafka message broker, which forwards it 

to the WarehouseService. The WarehouseService checks its database for product availability, 

updates the ware- house status accordingly, and publishes a message in the message broker, 

which is subsequently routed to the OrderSer- vice. As demonstrated in the previous Test, the 

OrderService assigns a unique order ID to the requested order. Step 3 commences with the 

initiation of the BillingService, where payment validation transitions from the database to the in- 

memory cache. 

As per the defined test Use case, the payment status is updated as ”false,” necessitating the 

execution of compen- sating transactions. Figure 11 visualizes this update and the subsequent 

publishing of a message in the Kafka message broker. In Step 4, as illustrated in Figure 12, the 

retrieval of items from the WarehouseService is highlighted, utilizing a GET request. The 

retrieved data is then stored in the Redis cache server, effectively caching it for subsequent 

transactions. Notably, these subsequent transactions operate solely on the data stored in the 

Redis cache database server, bypassing the database entirely. By employing the improved saga 

pattern, the Optimized System ensures robustness and flexibility in handling exceptional Use 

cases, such as payment exceptions. Through efficient data caching and localized transactions, 

the system guarantees data consistency while providing an optimized and resilient order 

processing workflow. 

 

Upon closer examination of the timestamps in the last two steps, a remarkable similarity 

becomes evident, suggesting that the system effectively transmitted the failure event and 

concluded the order simultaneously. This synchronization is depicted visually in Figure 13, 

illustrating how the Warehous- eService adeptly utilizes the in-memory cache to compensate for 

the fetched products, all while ensuring the integrity of the original database remains 

unaffected. It is worth noting that the logs provide supporting evidence that the enhanced 
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Fig. 12. 

 

recommended solution excels at handling exceptions and elim- inates the necessity for rollbacks 

to the database in the event of errors. 

 

4. Conclusion 

This paper introduces a novel solution that harnesses the power of temporary commit sync 

services and caches, ef- fectively transferring transactions from the database layers to the 

memory layers. By adopting this approach, the solu- tion ensures secure and reliable execution 

of CRUD (create- read-update-delete) operations, significantly mitigating the risk of incorrect 

commits on the primary databases. Embracing this method within the saga pattern guarantees a 

robust and consistent operation, reducing the likelihood of conflicts and errors. Node.js is 

known for its single-threaded nature, which simplifies the management of multiple threads. 

Unlike the Spring Boot world, where Java web applications typically run on multiple threads, 

Node.js relieves you from the com- plexities associated with thread management and hence this 

research delas with building the existing enhanced saga using NodeJS as bakcend framework 

instead of previous research that used spring boot [21]. we have meticulously conducted 

extensive research and testing to showcase the solution’s efficacy, emphasizing its potential 

benefits for the realm of distributed systems. This research serves as a crucial resource for 

ensuring the safe and dependable functioning of systems that employ the saga pattern, 

providing valuable guidance to practitioners in the field. To maintain eventual consistency 

among all microservices, any modifications that solely impact the cache levels undergo 

compensation through a dedicated compensation transaction in the event of a failure. This 

compensatory action is seamlessly facilitated by employing delayed database commit, efficiently 



Vol.29 计算机集成制造系统 ISSN 

No. 6 Computer Integrated Manufacturing Systems 1006-5911 

 

Computer Integrated Manufacturing Systems  
225 

managed through the message broker. This meticulous attention to detail ensures the 

attainment of optimal system performance while preserving data integrity and consistency. 
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