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Abstract: 

The current growth of large data led to the development of AI and machine learning. The idea of 

strengthening the accuracy and usefulness of AI applications is also gaining popularity as big 

data and machine learning take off. In the realm of traffic applications, machine learning 

techniques improve guard safety in risky traffic situations. For vulnerable road users (VRUs), data 

privacy is the biggest problem with the current architectural designs. The primary cause of 

pedestrian traffic control failure is improper user privacy handling. The user data are vulnerable 

to several privacy and security flaws and are therefore at danger. If an intruder is able to break 

into the system, exposed data may be maliciously manipulated, manufactured, and 

misrepresented for illicit purposes. In this paper, a machine learning-based architecture is 

suggested for effectively analyzing and processing massive data in a secure setting. The 

suggested model takes user privacy into account when processing massive data. To achieve 

secure big data analytics, the suggested architecture is a layered framework with a parallel and 

distributed module that uses big data. The suggested architecture uses a machine learning 

classifier to create a unique unit for privacy management. The architecture also has a stream 

processing unit to process the data. Real-time datasets from a variety of sources are used to 

understand the proposed system, and experimental testing using credible datasets 

demonstrates the usefulness of the suggested architecture. Along with the training and 

validation outcomes, the results of the data import are also presented. 
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1. Introduction 

[12][14] Data are accumulating quickly in the modern technological world, and humans largely 

rely on data. In addition to the rate at which the data increase, it is becoming impossible to store 

the data on any particular server. The amount of data on the earth today is immense and is 

growing rapidly at a very fast rate while also being unsecure [1,4,5,9]. With the development of 

the web, the entire world has also become online, and every action we take creates a digital map 

that is vulnerable [2,7,8,11]. The idea of increasing accuracy and expanding the usefulness of AI 

projects is becoming more important and widely acknowledged with the rise of big data and 

machine learning [3, 4,6,7,8]. The development of technology, social media, and the Internet of 

Things (IoT) are a few of the elements influencing data evolution. One of the newest ideas in the 

modern era, IoT is mostly used in applications for monitoring and regulating traffic. Secure IoT 

will transform the world's objects of today into intelligent and smart objects in the future 

[4,7,12,14,16].  

[6,9, 14,17,19] IoT components including sensors and actuators, process input connectivity, and 

humans are all part of smart systems. All emerging systems are supported by sensors and 

actuators [7, 9, 12]. A new kind of smart application and service is produced by the interactions 

between all these elements. The concept of edge computing is also gaining popularity and is 

widely acknowledged with the rise of IoT devices. In the realm of traffic applications, machine 

learning solutions improve guard safety in risky traffic situations [5-7-8-7]. 

 

2. Literature Review 

[1-2-3-4-5]Given the reliability of edge computing, a malicious attack on user services can be 

very expensive [21, 22]. In order to address the issues with data security in smart traffic 

applications, this study provides a secure architecture for data supervision [7-9-12-14]. 

Significant work has gone into the proposed architecture's data analytics and machine learning 

components for smart traffic data management. The usage of conventional MR cluster, 

insufficient data stacking, intangible structure, and use of just specific dataset are the major 

issues highlighted in the architecture [10, 23]. A plan was thoroughly discussed in relation to V2X 

connections [24]. 

 

 [12-15-16] the conventional techniques to data analytics, which include Tiers responsible for 

specific procedures and activities, are also taken into account. Despite having a complete four-

tier design with tiers for data collection, data analysis, and utilisation, the performance is slowed 

down by the use of a traditional map-reduce framework [25, 26]. Additionally, data aggregation 

prior to data loading is prioritised while data loading proficiency is disregarded. In this 

architecture, data loading before analysis is disregarded in favour of data aggregation of 

outcomes. 

 

 



Vol. 29 计算机集成制造系统 ISSN 

No. 6 Computer Integrated Manufacturing Systems    1006-5911 

 

Computer Integrated Manufacturing Systems 230 

 

3. Proposed Architecture 

[12-15-17] The suggested machine learning-based architecture links the various smart 

community departments, such as the department in charge of traffic monitoring and control. Big 

data for traffic monitoring and management makes up the data sources [4-7-9-14]. Figure 1 

shows the process for the proposed parallel and distributed approach. The relevant components 

collect data from numerous sources for traffic control, such as sensors and cameras [6-9-12-17]. 

The data must be carefully examined prior to processing in order to design an efficient parallel 

and distributed architecture [2-6-9]. Various technologies, including environmental sensors, 

security monitoring sensors, traffic cameras, and transportation monitoring sensors, produce 

the data. The numerous departments, including the traffic-control authority, appropriately 

gather the data. Secure data collecting is the method in question [7-8-9]. Utilising machine 

learning, the data are categorised [5-8-12]. 
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Fig.1:  

 

The results are then sent to the relevant suppliers of smart society services for decision-making 

before being delivered to the users. Data stored in the distributed storage mechanism are 

filtered before being processed by the Hadoop processing unit [7-9-12-15-8]. The data are then 

used for community planning, which is the final step. Departments provide the information, and 

the decisions are then forwarded to the community development departments. Realising a 
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smart traffic system is the goal in order to process the data while maintaining privacy[9-15-18-

22-23]. The aforementioned community departments serve as a liaison between the system and 

the user as well as data sources for the proposed system. Architecturally, the projected solution 

is composed of three modules: data organization, processing, and security which are shown in 

Figure 2. 

 

 
Fig.2: Proposed architecture. 

 

4. Data Security Layer 

The suggested structural layout includes a security layer to protect the data of the VRUs against 

intrusions. It's a component of intelligent traffic architecture. In response to the attacks, it 

suggests being adaptable. The security layer for the components consists of the supplier 

https://www.hindawi.com/journals/scn/2021/3320436/fig2/
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manager (SM), user manager (UM), and supervisor. While the supervisor uses the machine 

learning algorithm, the SM and UM focus on the supplier and the user. It incorporates the CNN 

DL approach to categorise data as secure or insecure. Every supplier's profile must be kept up to 

date by the SM, and users' profiles must be kept up to date.  

 

Big Data Organization 

The big data organisation system includes data aggregation, gathering, and storage as well as 

overall data management. The data are split among different nodes so that computation can be 

loaded from a central server or cloud. Data from numerous local devices is obtained via the 

Internet to facilitate intelligent applications. The information of the environment is captured by a 

number of devices, such as sensors, cameras, and object-mounted devices. These data are 

subsequently analysed to gain knowledge and make wise decisions. It is the first layer's 

responsibility to compile the data from various local departments for use in managing the 

services for smart community development.  

 

Big Data Processing 

This unit is the primary processing component that initially preprocesses the raw data, 

integrating any missing values, numbers outside of the acceptable range, and irrational data 

combinations. If the data are not checked for these issues, decision-making may result in 

inaccurate findings. As a result, the transformation also involves scaling the data to a particular 

scale. A parallel processing unit, the core of the suggested architecture, then takes the data. The 

Map Reduce parallel computing model is the foundation of the suggested architecture. In order 

to implement big data analytics, Map Reduce is introduced.  

 

5. Results and Discussion 

Hadoop 3.0's parallel and distributed platform is used to implement the suggested approach. 

Apache Spark is available as a module for Hadoop. The trustworthy datasets are used. In Python 

3.8, the pyspark package is used. Similar to this, a detailed configuration and a machine learning 

classification module are used to evaluate resilient agents. In Python 3.8, the machine learning 

library is also used and put into practice. With the existing suggestions, a comparative study of 

the suggested design is given.  

 

The comparison and experimental results show how successful the suggested design is. This 

section contains a discussion of the findings. To evaluate the suggested architecture based on 

parallel and distributed paradigms utilizing planned algorithms, results are created using a 

variety of valid datasets. On top of our suggested architecture, we ran a noise and anomaly 

removal operation on the data. The Kilman algorithm and min-max normalizations are used to 

eliminate the anomalies. The map-only algorithm is used to accomplish the data ingestion. 
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Data Security Results 

The needed training of the dataset using an ML classifier is included in the findings and 

experiments of the security layer. Secure and unsecure interactions with the suggested 

architecture are used to train the model. In a certain environment, the security layer is evaluated. 

The model was initially trained using matrices. Figure 3 depicts the Nave Bayes classifier's 

training procedure. 

 

 
Fig.3: Model training. 

 

Training and Validation Results 

The higher accuracy of the validation and training is confirmed in Figure 4. The increased 

number of epochs (for example, 200 epochs) is responsible for the improved level of accuracy in 

training and validation. Figure 5 also shows the validation and training loss of the suggested 

model, which is a sign of little loss. Due to the increased number of epochs (for example, 200 

epochs), the loss was reduced. 
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Fig.4: Accuracy. 

 

 
Fig.5: Loss. 

 

Data Ingestion Results 

When the dataset size is modest, it takes almost no time to load it into Hadoop. The loading of 

data, whether done manually or with a tool, takes about the same amount of time. Experimental 

evidence has shown that loading a small dataset into Hadoop takes almost no time at all. Figure 

6 displays the suggested system's overall efficiency taking into account how all the settings 

affect how much data is loaded. The threshold for all parameter modifications of data loading 
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using the suggested approach is shown in Figure 7 in the same manner. The scary set value 

known as the threshold draws attention to the starting point where the differences between the 

existing and suggested methods begin. In terms of data ingestion, the proposed approach is 

manual, but in terms of classification and processing, it is automated. 

 
Fig.6: Overall data loading efficiency. 

 

6. Conclusion 

The widespread adoption of IoT-connected devices is taken into account as a smart traffic 

application, especially with the emergence of Big Data and machine learning. When compared 

to the effectiveness and accuracy of the underlying machine learning models, machine learning 

solutions deliver effective results. However, because smart traffic management and user 

surveillance generate a significant amount of big data that must be handled and analysed 

effectively, it becomes difficult to address user privacy issues. In this paper, a machine learning-

based architecture is suggested for processing massive data effectively while protecting user 

privacy in a secure setting. To achieve secure big data analytics, the suggested architecture is a 

layered framework with a parallel and distributed module that uses big data. 
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