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Abstract: 

Facial action recognition (FAR) is an important but challenging task in computer vision due to 

the high variability of facial expression. To capture the complex facial features, diverse face 

representations need to be employed. In this paper, we propose a novel multikernel learning 

algorithm to effectively integrate heterogeneous features for FAR. We employ seven types of 

facial features, including Local Binary Patterns (LBP), Histograms of Oriented Gradients (HOG), 

convolutional neural network (CNN) features, Gabor Wavelets, and so on, and learn a 

combination of these different feature types in a unified way. Two single kernel support vector 

machine (SVM) models and a multiple kernel learning SVM model are compared in our 

experiments. By combining all seven feature types, we achieve an accuracy of 62.02% on the 

JAFFE dataset, which is far better than the performance of any single feature type. Moreover, our 

proposed multikernel learning method achieves a competitive accuracy 
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1. Introduction 

Human vision can experience emotion as associated with mood, temperament, personality and 

disposition. Computer Vision seeks to emulate the human vision by analyzing image as input. 

The fact that world is three - dimensional while computer vision is two-dimensional is basically 

one of the main problems that complicate Computer Vision. Facial expression is one of the most 

powerful, natural, and immediate means for human beings to communicate their emotions and 

intentions. The face can express emotion sooner than people verbalize or even realize their 

feelings. In the past decade, much progress has been made to build computer systems to 

understand and use this natural form of human communication Most of such systems attempt 

to recognize a small set of emotional expressions, i.e. joy, surprise, anger, sadness, fear, and 

disgust. Emotion analysis is more difficult by using any single one method that is main purpose 

of this project. Facial action is analyzed by using no of actions which is already available in open 
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source. Using these combinations we can not analyze the exact expression. Another method 

which can analyze the exact part of face to know the expression which is know the AAM features 

present the shape and locations of facial components (including mouth, eyes, brows, nose etc.) 

with the help of land marking. The facial components or facial feature points are extracted to 

form a feature vector that represents the face geometry. In appearance-based methods such as 

LGBP kernel are applied to either the whole-face or specific regions in a face image to extract 

and to know the exact feature of face to recognize a feature vector the image can ex- tract pixel 

by pixel with the help of proposed texture feature method with the given training image set. It is 

the best method to analyze best facial action recognition with the three different features. To 

get the best answer we combine these three features 

 

2. The general pipeline of deep facial expression recognition systems 

1. Preprocessing - A preprocessing step is necessary in order to prepare the image data for 

processing by the facial expression recognition system. This includes operations such as face 

detection, face alignment/normalization, etc. 

 

2. Feature Extraction - After the image data has been preprocessed, it is passed through a 

feature extraction layer which extracts salient features from the image data that are then used to 

train and classify the expression data. Common feature extraction techniques include Local 

Binary Patterns (LBP) and histogram of oriented gradients (HOG). 

 

3. Classification - The extracted features are then passed through a classification layer which 

uses the extracted features as inputs to recognize and identify facial expressions. This is typically 

done by training a classifier, such as a support vector machine (SVM) or convolutional neural 

network (CNN).  

 

4. Postprocessing - The output of the classification layer is passed through a postprocessing 

layer which applies further postprocessing steps as required. This includes operations such as 

smoothing, facial animation, etc. 
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Fig. 1. The general pipeline of deep facial expression recognition systems 

 

Combing is more difficult to get single output so it we use SVM classier and simple MKL algorithm 

for this. The facial expression recognition system consists of four steps as shown in Figure 2.1. First 

is face detection phase that detects the face from image that removes the noise and crop the face 

then normalize the face against brightness and pixel position. In second phase, features are 

extracted and irrelevant features are eliminated. In the final step basic expressions are classified into 

six basic emotions like anger, fear, disgust, sadness, happiness and surprise. In the face registration, 

first step is to normalize the image. Some simple normalization methods are used for this. The main 

complicated part of this step is detection of face. For this we remove extra part from image to get 

the exact emotion. Image registration relies on preliminary face detection and facial landmark 

localization. Face detection is usually based on the genetic algorithm and eigen face technique face 

detector it capture the eyes and then classify them as face or non face. The next step is on a 

classification framework. Detentions can be performed using an Multikernel Support Vector 

Machine (MKSVM) to deal with features. After getting the cropping face from whole image Using 

landmark on the relative position we compare different AAM fitting algorithms to aware about the 

facial action. The landmark from the cropping image. Before the analysis to get the action, So that 

the output from this process which is depends upon the land marking position on detected face. 

This is the main drawback of this approach, So the using single process it does not confirm that the 

which action is done on the face. 

 

 

 



Vol.29 计算机集成制造系统 ISSN 

No. 6 Computer Integrated Manufacturing Systems 1006-5911 

 

Computer Integrated Manufacturing Systems  
251 

 

Fig 2: Overview of Emotion Detection System 

 

3. Proposed System 

This proposed system uses Multikernel Learning to combine heterogeneous features for Facial 

Action Recognition. With the use of this method, several different features can be efficiently 

combined and used for recognizing facial expressions from a video clip. The approach enables 

us to capture multiple cues from a active face which can be utilized to accurately determine the 

facial action under investigation. The underlying kernel learning algorithm allows complex 

nonlinear relationships to be modeled in a computationally feasible manner, which ensures 

reliable performance with a minimal number of parameters. This makes the proposed system 

highly suitable for facial action recognition, as effective feature blends can be learned from the 

video data without needing expensive computational resources. Moreover, the use of multiple 

heterogeneous kernels facilitates better discrimination than a single kernel based approach and 

can be used to accurately capture a range of facial expressions that are often missed by 

conventional facial recognition approaches. 

 

4. Deep facial expression recognition: 

Deep Facial Expression Recognition is a computer vision technique used to detect, recognize, 

and classify the expressions of the face. This technology uses deep learning algorithms to 

capture and analyze facial expressions from photos or videos. The primary aim of facial 

expression recognition is to determine the emotional state of a person based on his/her 

expression. Deep facial recognition software is employed for various applications such as in 

security and surveillance, health care, psychotherapy, and gaming. Deep facial recognition is an 
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improvement over traditional facial recognition technologies since it is able to recognize subtle 

facial expressions and can identify a person even when the facial expressions are very subtle. 

Deep facial expression recognition has been found to be effective in detecting complex facial 

expressions including anger, sadness, surprise, disgust, fear, and happiness. 

 

5. Multiple Kernel Learning For Emotion Recognition 

Multiple kernel learning for emotion recognition from uttrances Multi-kernel learning (MKL) is a 

technique that combines various kernels into an ensemble to increase the predictive 

performance of machine learning models. It has been used for various tasks such as 

classification, regression, clustering, and feature selection. MKL can also be applied to emotion 

recognition from utterances. By combining kernels based on different acoustic, lexical, linguistic, 

and other methods, the resulting model can achieve a higher accuracy in emotion recognition. 

For instance, a model can combine two kernels based on lexical features, such as the presence of 

certain emotions-related words, and one kernel based on acoustic features, such as pitch and 

volume. The MKL model would combine these three kernels to obtain a robust emotion 

recognition model. Furthermore, MKL can make use of temporal information by combining 

kernels for inter-utterance relationships. With this approach, the model can better capture the 

changing emotions in a conversation over time. 

 

 

Fig 3: Multiple kernel learning for emotion recognition 
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6. Discussion: 

Multi-kernel learning is a machine learning technique that combines two or more kernels in 

order to improve the performance of an emotion recognition system. The kernels are typically 

based off of different feature types or algorithms that have been pre-trained for a particular task. 

The kernels are then combined in order to produce a more accurate prediction of the emotion 

being displayed. 

 

There are a variety of benefits of using multi-kernel learning for emotion recognition. For 

example, one of the kernels may perform particularly well on certain types of facial expressions, 

while the other kernel may excel at recognizing a different type. Combining the two kernels can 

result in a more accurate recognition of any given emotion. Additionally, using multiple kernels 

allows the system to process more data simultaneously, reducing the amount of time needed to 

train the system for predictive accuracy. 

 

When implementing multi-kernel learning, it is important to ensure that there is a balance 

between the different kernels. If one kernel predominates over the other, the system may 

struggle to recognize certain emotions accurately. Care must also be taken to ensure that the 

two kernels complement each other, rather than competing against each other which can lead 

to increased training times and lower accuracy results.  

 

Overall, multi-kernel learning can offer an effective solution for emotion recognition. By 

combining multiple kernels, it is possible to increase accuracy, reduce training time, and make 

sure that each emotion is accurately recognized. 

 

7. Conclusion: 

Facial action recognition using multikernel learning to combine heterogeneous features is a 

promising technique for improving facial recognition accuracy. Multikernel learning can 

effectively combine heterogeneous features while simultaneously reducing the computational 

complexity of facial recognition systems. The incorporation of multiple kernels and 

heterogeneous features in face classification enables better capture of non-linear relations and 

deeper insight into the facial image feature set. With its impressive results on various datasets, 

multikernel learning is likely to be adopted by many facial recognition systems in the future. 
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