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Abstract: 

The effect of insider attack on the e- Healthcare system can lead to false examination of patient 

health records which have led to unaccountability of data usage and high financial cost as a 

result of data breaches in the e-healthcare without a highly efficient detection approach. A 

number of health centers have been faced with legal and reputational consequences as a result. 

This therefore requires the proposition of an efficient technique that can make this problem 

addressed most especially eHealth systems on the cloud environment as operations are 

currently operating with cloud services. Until such approaches are proposed, health records 

could be attacked and peradventure lead to poor treatment of patients due to misinformation 

and hence causing the death of individuals. This need serves as a key motivation for this 

research. In this, we proposed a new framework for detecting insider attacks in Cloud-based 

Healthcare system using watermarking extraction and logging detection technique. The 

approach gave an output of the number of activities performed by users with the permission 

update of legal and illegal intrusion into the system using an audit trail. The proposed approach 

executed with higher level of precision, recall and accuracy which makes it performs the 

excellent results. 
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1. Introduction 

Monitoring the health of the user using cloud- based mobile monitoring system is applied for 

prevailing the communications through mobile and technologies of cloud computing for 

providing the feedback of decision support for improving the quality of services in health care 

domain with low cost. It plays also a risky part about preventing the privacy of the user and 

monitoring the service providers which adopt the health care technologies. The decryption 

techniques and unique proposed model named private key proxy for encryption are 

implemented to shift the complexity of registered parties without compromising the user 
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privacy. The security and performance of proposed model executed with effectiveness of 

maintaining the PHR of patient centric model about health information of the patient which is 

stored and maintained in the third-party database such as cloud storage service providers. 

There are wide privacy concerns maintaining the PHR to prevent from the third-party services 

and unauthorized parties. 

 

Finally, our security and performance analysis demonstrate the effectiveness of our proposed 

design. Personal health record (PHR) is an emerging patient- centric model of health 

information exchange, which is often outsourced to be stored at a third party, such as cloud 

providers. However, there have been wide privacy concerns as personal health information 

could be exposed to those third-party servers and from the unauthorized parties. 

 

Ensure the patient details are preserved and control over the access by their own PHR’s which is 

promising method to encrypt the PHR before storing in the databases of outsource. There are 

some technical issues like privacy exposure, scalability in maintaining the key management, 

access data flexibly and revocation user efficient which is more challenging toward 

cryptography model to enforce the data access control. 

 

Deep neural network is the broad area to shown the unprecedented generalization for different 

tasks using image recognition for generating the realistic data. The model has led to different 

applications and services which uses deep learning algorithms on user data for including the 

speech about the users, images, medical data about user and local data points. 

 

The proposed model has trained for better execution to reach the highest preserved data 

access control of patient health records. The attribute-based encryption system is an advanced 

model for encrypting each user data from the PHR file. By securing the data the PHR system 

developed into multiple security enhanced system for protection of data by reducing the 

unauthorized access by key generating technique for managing the complexity of owners and 

users. The preservation of privacy about the data is guaranteed simultaneously by different 

authority ABE. The dynamic modification of access the data is proposed with different 

attributes and break glass access under emergency situations with analytical experimental 

results by enhancing the security, scalability and efficiency of proposed model. 

 

Health care System provides the benefits of streamlined operations, enhanced administration 

& control, superior patient care, strict cost control and improved profitability. It is powerful, 

flexible, and easy to use and is designed and developed to deliver real conceivable benefits to 

hospitals. More importantly it is backed by reliable and dependable support. 

 

Health care System is custom built to meet the specific requirement of the mid and large size 

hospitals across the globe. All the required modules and features have been particularly built to 

just fit in to your requirement. This package has been widely accepted by the clients in India 
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and overseas. Not stopping only to this but they are highly satisfied and appreciating. Entire 

application is web based and built on 3 tier architecture using the latest technologies. The 

sound database of the application makes it more users friendly and expandable. 

 

Cloud computing is technology for enabling the convenient, on-demand network access to a 

share the pool of configurable computing which rapidly released with minimal service provider 

interaction. Clouds are currently used mainly in commercial settings and focus on on-demand 

provision of IT infrastructure. Cloud computing can play a significant role in a variety of areas 

including innovations, virtual worlds, e-business, social networks, or search engines. But 

currently, it is still in its early stages, with consistent experimentation to come. Without 

common programming model the cloud computing technology is implemented for developing 

a common programming models and interfaces, adequate service applications. Avoiding the 

issues of cloud computing which offered a chance to force the user to protect the data and 

developers are take an effect in cloudify their applications which was not port them and users 

use that hand for commercial provider applications. 

 

The proposed research is about to present the framework to design the estimation value and 

determine the benefits of cloud computing as infrastructure such as self-owned and handled 

hardware kit. The model is motivated by rising the cloud computing-based service providers 

for business to use hardware resources which is existing in the operation. The model has no 

guide to state that the cloud service will do not make sense to do with our work which we want 

to give outline in technical aspects for valuation approach with cloud computing are 

considered. 

 

The existing framework that has been employed utilizes either encryption only or watermarking 

and encryption Approaches. The encryption only approach ensured security and privacy of 

medical records. This approach combines a list of authorized users which is used for reading and 

encrypting the records. The data can be encrypted for protecting and decrypted by an 

authorized user who uses a key. The authorized user can access these data which have been sent 

to the cloud environment the location of the health center that data is sent. The medium was 

secured using encryption but malicious insiders could pose an attack on the data by modifying it 

without being detected. The watermarking and encryption approach was able to detect that a 

modification have been done by a malicious insider but the insider who performed the action 

was not detected. 
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Fig. 1. Cloud connection with private network for data monitoring 

 

2. Literature Survey 

Robert H. Deng and Jian: ABE is verifiable outsourced decryption has discussed Attribute- 

based encryption (ABE) is a public-key base done- to-many encryptions that allows users to 

encrypt and decrypt data based on user attributes. A promising application of ABE is flexible 

access control of encrypted data stored in the cloud, using access polices and ascribed 

attributes associated with private keys and cipher texts. ABE system with outsourced decryption 

that largely eliminates the decryption overhead for users. In such a system, a user provides an 

untrusted server, say a cloud service provider, with a transformation key that allows the cloud to 

translate any ABE cipher text satisfied by that user’s attributes or access policy into a simple 

cipher text, and it only incurs a small computational overhead for the user to recover the 

plaintext from the transformed cipher text. Security of attribute based encryption which helps to 

encrypt the data which does not guarantee for correctness of transformation of the data using 

cloud. 

 

Blaze and Strauss, proposed an application called atomic proxy re-encryption”, in which a semi- 

trusted proxy converts a cipher text for Alice into a cipher text for Bob without seeing the 

underlying plaintext. We predict that fast and secure re- encryption will become increasingly 

popular as a method for managing encrypted file systems. Although efficiently computable, 

the wide-spread adoption of BBS re-encryption has been hindered by considerable security 

risks. Following recent work of Ivan and Dodis, they present new re-encryption schemes that 

realize a stronger notion of security and we demonstrate the usefulness of proxy re- encryption 

as a method of adding access control to the SFS read-only file system. Performance 

measurements of our experimental file system demonstrate that proxy re-encryption can work 

effectively in practice. 

 

Susan, et.al., Attribute Based Encryption”, has discussed Attribute-based encryption (ABE) is a 

new vision for public key encryption that allows users to encrypt and decrypt messages based 

on user attributes. For example, a user can create a cipher text that can be decrypted only by 

other users with attributes satisfying. Given its expressiveness, ABE is currently being 
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considered for many clouds storage and computing applications. However, one of the main 

efficiency drawbacks of ABE is that the size of the cipher text and the time required to decrypt it 

grows with the complexity of the access formula. In this work, we propose a new paradigm for 

ABE that largely eliminates this overhead for users. Suppose that ABE cipher texts are stored in 

the cloud. It shows how a user can provide the cloud with a single transformation key that 

allows the cloud to translate any ABE cipher text satisfied by that user’s attributes into a El 

Gamal-style cipher text, without the cloud being able to read any part of the user’s messages. 

 

Koteswaramma and S. Lakshmi, has discussed about Mobile health system in which A mobile 

healthcare system is a network includes a collection of number of components that includes 

patients and their health-care providers. In this system it is important that the patient to remain 

connected at all times even if one of the communication components fails. The design of the 

MediNet system and shows how it faultlessly handles connectivity issues between patients and 

their mobile phones, between the healthcare meters and mobile phones, and between mobile 

phones and web server components. The overall goal behind our design strategies is to continue 

providing a high level of service to the patient in the face of communication problems 

leading to improved acceptability and trust of the system by patients. 

 

Justin Brickell Donald, et.al., privacy preserving system has discussed present an efficient 

protocol for privacy-preserving evaluation of diagnostic programs, represented as binary 

decision trees or branching programs. The protocol applies a branching diagnostic program 

with classification labels in the leaves to the user’s attribute vector. The user learns only the label 

assigned by the program to his vector; the diagnostic program itself remains secret. The 

program’s owner does not learn anything. Our construction is significantly more efficient than 

those obtained by direct application of generic secure multi-party computation techniques. 

 

Randal burns, et.al., introduced a model which allows a client that stored a data in untrusted 

server to verify that the original data without retrieving. The proposed model generates the 

probabilistic proof of possession by random sets of blocks from the server, number of metadata 

are verified with the proof. The challenging of protocol transmits a small amount of data, which 

minimizes network data checking supports large data set in widely- communication. Thus, the 

PDP model for remote distributed storage systems. It gives two solutions, even provably-secure 

PDP schemes that are more efficient than previous solutions, even when compared with 

schemes that achieve weaker guarantees. In particular, the overhead at the server is low, as 

opposed to linear in the size of the data. 

 

3. Methodology 

We hereby propose a framework that has the essential features for detecting any alteration by 

an insider. The following assumptions hereby exist in our proposed model: 
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Trusted Cloud and Trusted Third Party are assumed security entities believed to be granted 

trust by all the Involving health organizations. 

i. The secure transmission of keys is not put into consideration based on key 

exchange policies with the Assumption that every key has been catered for by the 

prior model and transmitted securely. 

ii. A biometric authentication approach is used to access the record R by any doctor in 

Clinic2 and Clinic3. 

iii. We will be using a medical image as the medical record of patient. 

 

3.1. E- Health Record (EHR) Access structure: 

The proposed access structure categorizes the users of the EHR into different domains based 

on their functionalities. There are many different users in the healthcare domain, such as 

primary care providers, nurses, specialists, pharmacists, medical doctors, and doctors of 

osteopathic medicine, who focus on family practice, internal medicine, or pediatrics. Each user 

holds some attributes defined in attribute set. Only those users whose attributes satisfy the 

access structure defined in the ciphertext are able to decrypt the patient’s record successfully. 

The main advantages of using the proposed access structure are achieving lightweight key 

management when the number of users is large and mitigating and reducing the workload of 

the GA responsibility to encrypt the EHR, generate decryption keys, and distribute them to the 

authorized users. 

 

3.2. Federated Learning method: 

Federated learning is also called as collaborative learning method in a machine learning 

technique which helps to train the algorithms among multiple decentralized servers which holds 

local data records and it stands to follow the centralized machine learning techniques with all 

local datasets which are identically distributed. It will enable the multiple bridges to build the 

robust ML models without sharing or leaking the sensitive data, and it address the critical issues 

like data privacy, security, and so on. The federated learning has three types as follows, 

1. Centralized federated learning 

2. Decentralized federated learning 

3. Heterogeneous federated learning 

 

3.2.1. Centralized federated learning method: 

The central server used to build using different algorithms and coordinate all the active nodes 

during learning process and the central server is responsible for node selection at initial stage to 

train the data. All the selected nodes are responsible to send regular updates to single entity. 

 

3.2.2. Decentralized federated learning method: 
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The nodes are coordinate themselves to obtain the global model to prevent the point failures 

while exchanging the data between interconnected nodes with the help of central server. But 

the network topology may affect the performances of learning process at any time. 

3.3. Knowledge to priority: 

Supervised vs unsupervised learning knowledge as a knowledge method to find the meaningful 

mapping between models and the data point. Every learning method has a dataset which will 

overlap the target datasets and it can be train the model in supervised learning method and it 

leads to attack the training dataset. The mean square error will be reduced in a supervised 

learning model for predicting the proper datasets in training set. 

∑𝒅∈𝑫′∩𝑫(𝒉(𝒅) − 𝟏)𝟐 + 

∑𝒅∈𝑫′\(𝒉(𝒅))𝟐………………………….(1) 

 

The attack on data has an output for supervised training data is the probability of knowledge 

testing with datasets. The following equations shows that the probability function of supervised 

learning sets, 

 H(d)    =    Pr     (dє     D; f) (2) 

 

Also, there is an alternative way for supervised learning method is unsupervised learning 

method which will be an attack model for target data. These learning will help the attacker the 

datasets which is overlap with training target data and motive of this unsupervised learning is 

not to identify the score of data point in D will represent the embedding in space, which helps 

to separate the active nodes from an inactive node using clustering algorithms. 

 

Let x be the data points, which is targeted by the attackers or illegal users to determine the data 

points. Let us assume the attacker is one of the participants. The attacker runs a gradient ascent 

on x, and update the local model parameters in the direction of increasing the loss on x. This can 

simply be done by adding the gradient to the parameters by following equation, 

W ← W +𝜸 

𝑳𝒙 …………………………………..(3) 

𝝏𝑾′ 

 

The proposed scheme consists of the following few algorithms: 

[1] Setup (K): The system setup algorithm takes a security parameter, K, as input. It outputs 

the public key (PK) and the master key (MK). 

[2] Create attribute authority (PK, AA): This algorithm is executed by the GA (central 

authority) with the AA request as input. It outputs a functional identifier, Aid, for the 

AA with a set of attributes, Sid, and a secret authority key, SKA id. The Ministry of 

Health categorizes the AAs according to their functionalities and then assigns the 

attributes for users of these functionalities. 
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Attribute Key Generator (PK, SKA id, Sid): This algorithm is executed by the A id domain 

authority. It takes input PK and the domain authority secret key (SKA) id, the set of attributes S 

id. Outputs of the attribute secret keys for the user, will encrypt the texts (PK, M, P, PKU). The 

encryption algorithm take input as PK, and message as M and the set of public user keys (PKUs) 

corresponding to all the attributes in P. It outputs the ciphertext message CT. 

 

Decrypt (PK, CT, P, SK Uj, SKA): The decrypt algorithm takes input PK, a cipher text message   

CT,   the   same   access   P   used in encryption, the secret user key SK Uj and the set of secret 

attribute keys. The CT message will be decrypted if the attributes are sufficient to satisfy the P 

otherwise, the output will be null. 

 

3.4. Evaluation metrics 

i. Accuracy: the execution of model has two different classes as active member and 

inactive members. The illegal attack accuracy is the outcome of legal member with 

proper predictions with unknown data points. The size of data points is evaluating 

the illegal attacks. 

True positive & False positive: it will provide more detailed performance of model 

by measuring the true positive and false positive rates, where the positive is associated 

with illegal output of inactive nodes. 

iii. Prediction model: for classification model, prediction uncertainty is calculated using the 

normalized entropy of prediction for given input as given equation below, 

 
 

3.5 K- Anonymity algorithm: 

In context of k- anonymization issues, the database is a table contains the n rows and m 

columns where the row of a table represents the record of patient details with their medical 

history as well as doctor details who is handle the certain patients with their specialization. All 

the rows and columns should be unique to avoid the data which is repeated randomly by 

occupying the additional space. The values in different columns are considered as attribute 

values which is associated with patients record and doctor’s details. 

 

The below table shows the data of non- anonymized datasets consisting of patients record with 

some hospital local database. 

 

 



Vol. 29 计算机集成制造系统 ISSN 

No. 6 Computer Integrated Manufacturing Systems    1006-5911 

 

Computer Integrated Manufacturing Systems 273 

 

 

Table 1. Non- anonymized database about patient medical history from private hospital in 

Coimbatore district 

 
 

This algorithm performs the group-based anonymization and it is susceptible to many 

attacks when the knowledge is openly available to attacker, such illegal attacks are 

effective. Some possible attacks are given below, 

1. Background knowledge attack: it associates the values between more than one 

attributes with sensitive data for reducing the set of possible values for sensitive 

attributes. 

2. Homogeneity attacks: the entire sensitive values within the set of k records are 

simply identical and the data is k- anonymized with the sensitive value from the 

database are exactly predicted.  
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4. Results & Discussion 

This section discussed about the data privacy of health care industries using their own private 

cloud with federated learning method and centralized techniques. The patient history of certain 

hospital will be taken as input data and individual cloud has created for individual health record 

maintenance. Individual patient registration and their health issues related data are surveyed 

and stored in the local cloud. The followings results explained about the federated learning 

method of creating the individual registration for patient and doctor to maintain the individual 

record for faster treatment of patient’s using local cloud databases. Individual registration of 

doctor and patient are created and maintained by the admin user to handle entire process using 

local cloud storage. The admin will create patient and doctor login by using attributes like name, 

age, mail ID, address, etc., to create individual local host page for future access in faster way. 

Medical history of individual will be recorded and make it private using key generation method 

for protecting patient details from the unauthorized or illegal access of the data or information. 

 

𝑖=1 
IL (γ) = ∑𝑝 IL(σ i) 

Start 

 

Step 1: attribute recognition (identifier, sensitive attributes, numeric and non- numeric 

values). 

 

Step 2: eliminate the identifier attribute. 

 

Step 3: sorting attributes. 

 

Step 4: recognize the class and groups from the database. 

 

Step 5: create an equal/ unequal grouping for generating the sub database. 

 

Step 6: make divider of entire tuples into k tuple groups. 

 

Step 7: do generalization and suppression methods. 

 

Step 8: performs clustering to identify the information loss, k = k/2. 

 

Step 9: repeat step 7. 

 

Step 10: Information loss computation as, 

K- anonymity Algorithm: 

Input: datasets with r tuples 

Output: γ = {σ1, σ2, σ3,……, σp} sub- division of r 
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Fig. 2: Block diagram of proposed work 

 

User have to login into their respective local host to access their own data and manipulate the 

data if requires. All the recorded data will be converted into word or excel file format for easy 

transfer to the users (Patient’s) by doctors using highly impacted privacy. 

 

The registration class diagram of patient and doctor using some selective attributes to register in 

the closed local hosts. The security of the local server has enhanced and protect the user’s 

information from illegal access. It has a type of converting the data file from excel-to-excel 

formatted file for easy access. 

 

Admin has created a local host for monitoring the health data about the patient and doctor who 

handle the patient’s history login available. This page will consist of two major tabs as login and 

registration options for registration of patient details and creation of doctor’s login. The login 

page for individual user’s given for private access of data from the server. The patient’s 

registration details here as token information as selective parameters such as token id, user id, 

name of patient, doctor whom the user consults, reason for consultant and date. All the medical 

history about the patient and handler information are provided. 
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The e- medical prescription of patient about the drugs to take at which time what are the drugs 

suggested to the patients by doctors for their health- related issues are displayed and the 

registration of doctors in cloud database with attributes id, name, DOB, age, address, specialist, 

experience and which hospital they working. Every doctor in the hospital should register their 

details in a local server database for easy access and safely protected their information using 

centralized and decentralized method with federated learning method. 

 

4.1. K- anonymity algorithm: 

The proposed model will train the data of patients using K-anonymity algorithm and identifies 

the member and non -member instances from the database as mentioned below in figure. 

 

 
Fig. 3. Learning epoch for identifying the member and non-member instances from the 

database 

 

The proposed model implements and compare the performance analysis with various 

models and train the supervised and unsupervised models with different datasets based on 

the testing and training datasets size. The proposed model with N number of datasets is 

compared using training sizes and executed without any overlap among the comparison of 

training sets of data. We train the proposed model with 25,000 instances overall for 

comparing the members and non- members instances among the databases contains 

34,000 instances. 

 
Fig. 4. Gradient norms distribution to identify the member & non- members instances from 

different pre- trained models (AlexNet, Densenet, Resnet). 
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Fig. 5. ROC for the data with different prediction values using federated learning models 

 

The below figure 7 shows the l diverse model that suggest the methods to overcome the 

troubles by altering the privacy of user which requires the diversity in class values for each 

tuple of the datasets and the proposed algorithm is altered to enforce the entropy value by 

checking the overall tuples in a database to calculate the entropy for comparison with 

threshold of log (l). This method helps to show the best level of diversity when there is 

similar chance to get each class values with no classification ability, therefore, the 

parameters of k- anonymity and l- diversity are not comparable 
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Fig. 6. Percentage of tuples from the database 

 

 
Fig. 7. Accuracy of proposed model 

 

An execution time of proposed system with different values of patients from the local 

database decreased by the system than existing model. The proposed model takes time for 

execution than 2 level K- anonymization approach which executes the best due to fewer 

loss of information from the database of hospitals. The accuracy predicted for proposed 

model by preserving the user data of certain database is found to be 94.86% by comparing 

with existing model executes 86.98%. 

  

5. Conclusion 

In this paper, we proposed a secure cloud- based EHR framework that guarantees the 

security and privacy of medical data stored in the cloud, relying on hierarchical multi-
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authority CP-ABE to enforce access control policies. The proposed framework provides a 

high level of integration, interoperability, and sharing of EHRs among healthcare providers 

patients, and practitioners. In the framework, the attribute domain authority manages a 

different attribute domain and operates independently. In addition, no computational 

overhead is completed by the government authority, and multifactor applicant 

authentication have been identified and proofed. 

 

The proposed scheme can be adopted by any government that has a cloud computing 

infrastructure and provides treatment services to the majority of citizen patients. Future 

work includes implementing and evaluating the proposed scheme in a real-world 

environment as future enhancement. 
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