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Abstract: 

The assessment of road safety often relies on measuring the distance required to detect objects 

as a metric for evaluating potential hazards. In freeway simulation models, determining the 

distance between two objects plays a crucial role in the decision-making process of autonomous 

vehicles. It helps evaluate the level of interaction between vehicles. However, calculating the 

necessary distance for object detection is a complex task. It requires predicting future vehicle 

interactions and planning optimal routes for the target vehicle and other associated vehicles to 

anticipate potential collisions. This study aims to explore and evaluate computation methods for 

incorporating this additional distance into object recognition within simulation-based models 

for microscale simulations. A specific approach is recommended, and the results of the 

conducted experiments are presented. The computations leverage vector-based kinematic 

factors and dependency calculations on bounding boxes. The computational complexity and 

execution time of the proposed method are assessed. The findings of these experiments 

demonstrate promising potential for comprehensive and effective investigations. It is concluded 

that a combined calculation approach is effective, despite its high cost, inconvenience, 

unreliability, and challenges in testing. To overcome the limitations of real-world vehicle 

research, we propose an efficient and cost-effective object detection technique based on the 

CARLA simulator. CARLA provides a biologically-inspired system of activities centered around 

the local area, which aids in the development, training, and validation of autonomous driving 

systems. Compared to other methods, our approach outperforms in terms of precision, recall, 

and f1 score. For instance, while yolov4 achieves 92.5%, 78.2%, and 84.7% respectively, our 

method achieves 96.6%, 76%, and 85%. This paper provides an overview of the CARLA 

simulation, which has been purposefully developed to support the creation, training, and 

certification of automated vehicles. CARLA offers free access to open digital assets specifically 

designed for this purpose, including urban environments, buildings, and vehicles. The simulator 

platform enables customization of sensor suites, the operating environment, full control over 

static and dynamic entities, map construction, and other functionalities.  
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1. Introduction 

Perceptions of street customer behaviour in different rush hour jam situations, combined with 

human data handling abilities and limits, help identify security challenges. Specifically, the 

analysis of contention behaviour is a typical potential for this reason; the cycles that result in 

close mishaps or traffic clashes share much with the cycles before true crashes, except for the 

end consequence. Close mishaps occur frequently and provide valuable data on causal 

relationships. The interaction before collisions can be actively observed, which is crucial for 

traffic security considerations. The study of street clients undergoing basic experiences may not 

only offer a better understanding of the cycles that lead to accidents, but also provide 

information on street clients' abilities to regulate a basic situation.  

 

Data collection, model creation, and testing are the present three phases of the automated 

driving’s [1] item discovery study. Nevertheless, study towards automatic navigation using actual 

cars is expensive and impossible. Restricted operating conditions lead to the standardization 

and reorganization of information content, as well as a lack of information flexibility and 

diversity, at the same time. Such informative indices should be utilized in the construction of 

models. Simple sensors from CARLA include depth cameras and RGB cameras, as well as the 

Python API for the sensors available. The assessment of automobile's inside or the sensor's 

concealed from driver are not requirements for engineers to take into account. One can obtain 

the image in the desired pattern by mixing the appropriate Python content. CARLA also provides 

the ability to mimic unusual traffic situations by including a high number of cars and people in 

Python code. CARLA also suggests a range of meteorological situations, such as sunny days, 

rainy days, and heavy winds. To mimic different climates and driving conditions, designers 

should just generate comparable setups in Python code. 

 

“CARLA” is an open-source self-administering driving test framework. It was worked without any 

preparation to fill in as a particular and adaptable API to address a scope of assignments 

engaged with the issue of self-ruling driving. One of the primary objectives of CARLA [2] is to 

assist with democratizing self-sufficient driving R&D, filling in as a device that can be effortlessly 

gotten to and tweaked by clients. To do this, the testing process must satisfy the requirements 

of numerous use cases inside the larger problem of navigation (for example picking up driving 

strategies, preparing discernment calculations, and so on) To perform the replication and use of 

the OD (Open DRIVE) standard (1.4 as of today) to define streets and urban landscapes, CARLA 

[3] is based on the Automated Engine. Through a Python and C++-based API, which is handled 

as the project moves along, control over the re-enactment is granted. In order to pave the way 

for developing, planning, and approving driving frameworks, CARLA developed into a natural 

set of activities, focused on the neighbourhood’s basic stage. CARLA was created from the 

ground up to support the development, instruction, and licensing of automated-driving cars. 

CARLA gives free access to public digital assets (urban layouts, structures, and automobiles) in 

combination to open-source technology and protocols. These assets were created especially for 
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this venture. The novelty of our paper is, it uses the main functionality of CARLA as it provides: 

The novelty of our paper is we use Carla simulator for object detection which provides 

scalability, flexible API, Sensor suite for self-driving cars for planning and control, quick 

simulation is useful. The creation of maps, the simulation of traffic scenarios, and the integration 

of ROS are all examples of tasks that can be done with ROS. Baselines for Autonomous Cars all 

these functionalities can be integrated for the object detection. 

 

Figure 1. The general structure of the agent benchmark module 

 

Figure 1. represents the driving benchmark is the module liable for assessing a specific specialist 

in an investigation suite. The analysis suite is a theoretical module. Accordingly, the client should 

characterize its own induction of the test suite. As of now we have the CoRL2017 suite and a 

straightforward test suite for testing. The analysis suite is made up of a set of investigations. 

Each test contains an assignment that comprises a bunch of route scenes, addressed by a bunch 

of stances. These stances are tuples containing the beginning and end points of a scene. The 

analyses are likewise connected with a condition. A condition is addressed by a Carla settings 

object. The conditions indicate re-enactment boundaries, for example, climate, sensor [4] suite, 

number of vehicles and walkers, and so forth. The client additionally ought to derive a specialist 

class. The specialist is the dynamic part which will be assessed on the driving benchmark. The 

driving benchmark additionally contains two assistant modules. The recording module is utilized 

to monitor all estimations and can be utilized to respite and proceed with a driving benchmark. 

The measurements module is used to figure the presentation measurements by utilizing the 

recorded estimations [5]. 

 

2. Proposed System Model 

The goal of the suggested approach is to quantify and evaluate the computations that might be 

used to register this new distance in order to find objects in models based on miniature re-

enactments. Since the speed of the computation would affect the upper limit of their production 

model, the calculation should be productive. Contrary to earlier investigations, the calculations 

discussed here approach the problem from a 2D uninterrupted perspective. Given that centre, a 
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number of approaches are examined for processing the distance to quickly and accurately 

detect objects. 

 

To calculate the distance to detect an object. 

1. To develop an algorithm for the determination of above-mentioned objectives. 

2. Validation of the proposed work. 

 

 
Figure 2. Proposed System Workflow 

 

Figure 2. depicts the workflow of the system in which an RGB [6] sensor assists the camera in 

analysing the captured scene and determining the expected light-level for giving an overall 

exposed image. The sensor collects data on the subject's brightness and then adjusts the shutter 

speed, aperture, and ISO sensitivity to optimize the exposure. By analysing each and every pixel 

in the frame, this technology offers an image that has been meticulously crafted. After 

establishing an overall image of the object, we produce an imaginary rectangle, referred to as 
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"bounding boxes," for use as a reference point in object detection and construct a collision box 

for that object. After recognising objects with bounding boxes, we evaluate their distance from 

the ego vehicle. The angle calculated tells at what angle the detected object [7] is, allowing us to 

predict the necessary steering angle to avoid collisions in the future. 

 

The angle calculated shows at what angle the detected object is so that in future we can 

estimate the steering angle needed to avoid collision with this extra information. The records are 

generated from angle and distance measurement and through manual control of the velocity of 

the vehicle or we can display the detected object and the angle in the specific image. 

 

a. RGB Camera 

A standard CMOS sensor focalized camera by which the people and objects’ shaded pictures are 

obtained. Megapixels, which describe the pixel-measure in making an image, are typically used 

to describe the static photographs-procurement (12MP, 16MP, etc.). Explicit phrases like High 

Definition (i.e., 1080 x 1920 pixels with 30 edges per second) or Ultra High Definition (i.e., 3840 x 

2160 pixels with 30/60 edges per second) are typically used to describe the acquisition of 

recordings. The “RGB sensor” [8] is the metering sensor, which helps in assisting the camera with 

dissecting the scene being caught & decides the light-measure expected in creating an all-

around uncovered picture. The sensor accumulates information on the brilliance of the subject, 

then, at that point, advances by changing the shade speed, gap and ISO affectability as needs 

be. By dissecting every single pixel in the casing, this very innovation makes a general picture 

that has been fastidiously created. In catching an excellent picture despite the dark or low 

lighting scenes, the RGB sensor collaborates with a diffractive optical component, a unique 

channel which isolates light into various frequencies & activates a reasonable picture onto the 

sensor. 

 

b. Object Detection 

Solely recognized among the centre applications in Computer vision, object identification has 

become progressively significant in situations that request high exactness, but have restricted 

computational assets, like mechanical technology and driverless vehicles. Sadly, numerous 

current high-exactness identifiers don't fit these imperatives. All the more critically, true 

utilizations of item recognition are run on an assortment of stages, which regularly request 

various assets [9]. A characteristic inquiry, then, at that point, is how to plan precise and 

productive item finders that can likewise adjust to a wide scope of asset requirements? 
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Figure 3. Network Architecture of Efficient-Det 

 

Figure 3. represents the "Efficient: Scalable and Efficient Object Detection", acknowledged at 

CVPR 2020, we present another group of versatile and effective item indicators. Expanding upon 

our past work on scaling neural organizations (Efficient Net), and fusing an original bi-directional 

[10] component organization (BiFPN) and new scaling rules, Efficient-Det accomplishes best in 

class exactness while being up to 9x more mode stand utilizing altogether less calculation 

contrasted with earlier cutting-edge identifiers. Figure 3. shows the general organization design 

of our models. 

 

c. Distance Measurement 

In general, we use "Ultrasonic sensors, such as HC-sr04 or some other high frequency devices 

which emit sound waves in determining how far it passes" [11] to calculate the distances 

between any two objects. Be that as it may, when you are working with an inserted gadget to 

make a reduced plan which has functionalities, for example, Article identification (with camera) 

[12] and instance estimation You would consistently prefer not making your gadget heavier by 

adding unnecessary equipment modules. Staying away from such cases, you may adopt a more 

convenient approach. As you have as of now incorporated an object discovery assisting camera, 

you may utilize the profundity data being used by the camera in drawing the bounding boxes 

fulfilling the confining items in computing the distance between the object & the camera.  

 

• How does the distance measurement work? Bounding boxes: A “bounding box” [13] is a 

theoretical square shape that goes about as a source of perspective points in object 

identification and produces a collision box for the item. These “bounding boxes” are 

drawn over pictures by information annotators, who recognize the X and Y directions of 

the focal point inside each picture. These AI calculations discover what they're searching 

for, assess impact ways, and save valuable computational force. In profoundly getting 

the hang of, bounding boxes are perhaps the most generally utilized picture comment 

methods. This methodology will save assets and further develop explanation execution 

instead of other pictures. In recognizing an article in   a   photograph, the computer 

needs the answers about questions like what it is and where it is. For instance, self-
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driving vehicles Different vehicles will be numbered, and a bounding box will be drawn 

around them by an annotator. This aids the planning of a calculation to recognize 

different sorts of vehicles. Self-ruling vehicles can without much of a stretch cross 

occupied roads by clarifying things like vehicles, traffic lights, and pedestrians. It’s 

mandatory, however, the fact- ‘a solitary “bounding box” [14] doesn't ensure an 

immaculate expectation quality. 

                                           𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑖𝑛𝑐ℎ𝑒𝑠)  =  
(2 × 3.14 × 180)

(𝑤 + ℎ × 360) × 1000 + 3
                                         (1)  

 

Equation (1), [18] is used to determine the distance where we have to calculate the distance (i), 

(w) is width and (h) is height of the bounding box on the vehicle or the object. At first, we should 

understand the camera’s visibility for an object in measuring distance. 

 

Width and Height are two factors being utilized in the item measuring and really portraying the 

identified article or objects detail. Depending on how far the object is from the camera, the 

width and height will change. As we undoubtedly already know, when there isn't a central focus, 

an image is refracted. Since the beam of light can also enter the focal point through mirrors, this 

causes the light to reflect, giving us a distinct sense of the image [15]. In any case, on account of 

focal point, the picture gets minimal extended. The accompanying picture delineates how the 

picture and the comparing points look when it's anything but a focal point. 

 

 
Figure 4. Image when it enters a lens 

 

Object distance from the focus point (do), refracted image distance from the higher focal point 

(di), and f are the three variables shown in Figure 4. (Central length or central distance). Thus, the 

line takes into account the separation between both the object and the curved length. 

Additionally, the word "di" suggests a picture that is actually quite similar. Construct a triangle 

that is comparable to the one on the left by thinking about a triangle with the base "do" in the 

left portion of the image (the newly refracted image). As a result, the new obverse triangle's base 

will share the same opposite distance. The points on each side of both triangles are inversely 

connected, and if we look at two triangles from the right-side perspective, we can see "do" and 

"di" are equivalent. Thus, it may be concluded that both triangles on the right side are equal [16]. 
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Presently, as they are comparable, the proportion of the relating sides will be additionally 

comparative. So do/di = A/B again, in the event that we look at between two triangles in the 

picture’s right half where inverse points are equivalent and both the triangles’ one point is the 

correct point (90°). 

 

                                                                                    
1

𝑓
=  

1

𝑑𝑜
+  

1

𝑑𝑖
                                                                      (2) 

 

So, In Equation (2) A:B is the comparative triangle’s hypotenuse where both triangles have a 

right point. As a result, the new situation may be described simply. 

 

                                                                                   
𝑑𝑜

𝑑𝑖
=  

𝐴

𝐵
=  

𝑓

𝑑𝑖 − 𝑓
                                                              (3) 

 

And eventually it will come, 

 

                                                                                   𝑑 = 𝑓 +  
𝑅

𝑟
                                                                           (4) 

 

Now, using the preceding formula, we can obtain the focal length in Equations (3) and (4) by 

deriving from that equation: (5), where f is the focal length, also known as the arc length and 

denoted by the following formula: 

 

                                                                                 𝑓 =  
2 × 3.14 × 180

360
                                                           (5) 

 

With the use of this distance equation given below, we will be able to determine our final result 

in "inches" (6). 

 

                                           𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑖𝑛𝑐ℎ𝑒𝑠)  =  
(2 × 3.14 × 180)

(𝑤 + ℎ × 360) × 1000 + 3
                                         (6) 

 

3. Angle Measurement 

After detecting the vehicle and measuring the distance between the vehicles we have to find the 

angle at which the detected bounding is at from our reference. Why is this new information 

needed? 

 

While working on object detection and measurement of its distance [12] one important issue 

came into light is where and at what angle the detected object is also important along with its 

distance from the ego vehicle. The angle calculated shows at what angle the detected object is 

so that in future we can estimate the steering angle needed to avoid collision with this extra 

information.    
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Figure 5. Measuring the angle of ego vehicle 

 

Figure 5. represents the angle calculated shows at what angle the detected object is so that in 

future we can estimate the steer angle needed to avoid collision with this extra information, here 

in equation (7) m represents the slope of line and x1, x2, y1, y2 are the coordinates, (x1, y1) are 

coordinates of first point in line and (x2, y2) are coordinates of second point of line o1 and o2 

are the angles. 

 

Slope of line given coordinates of 2 endpoints: 

 

                                                                                𝑚 =  
𝑦2 − 𝑦1

𝑥2 − 𝑥1
                                                                         (7) 

 

Here m represents of the slope of the line, Equation (7). 

 

If the value of m1<0 then, Equation (8), 

 

                                                                                 𝑖𝑓 𝑚1 < 0                                                                                (8) 

 

                                                                                𝑚1 = 𝑚1 × (−1)                                                                   (9) 

 

If m1 < 0, then to find the angle multiply the slope with (-1) and find the tan function for that In 

Equation (9). The math.atan(m1) function returns the arctangent (in radians) of a number in 

Equation (10), 

 

                                                                               𝑎𝑛𝑔𝑅 = 𝑚𝑎𝑡ℎ. atan(𝑚1)                                                  (10) 

 

The arctangent (in radians) is converted to degrees, Equation (11), 

 

                                                                               𝑎𝑛𝑔𝐷 = 𝑚𝑎𝑡ℎ. degree(𝑎𝑛𝑔𝑅)                                         (11) 

 

Finally, the after converting the unit from radians to degree because the slope is negative, we 

have to    subtract it from 90
0
 angle in Equation (12), 

 

                                                                               𝑎𝑛𝑔𝐷 = 90° − (𝑎𝑛𝑔𝐷)                                                       (12) 
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And if m1 > 0 in Equation (13), 

 

                                                                                         𝑚1 > 1                                                                          (13) 

 

If m1 < 0, then to find the angle multiply the slope with (-1) and find the tan function for that in 

Equation (14), 

 

                                                                                𝑚1 = 𝑚1 × (−1)                                                                (14) 

 

Equation (15) represents the math.atan(m1) function returns the arctangent (in radians) of a 

number, 

 

                                                                               𝑎𝑛𝑔𝑅 = 𝑚𝑎𝑡ℎ. atan(𝑚1)                                                  (15) 

 

The arctangent (in radians) is converted to degrees in Equation (16), 

 

                                                                               𝑎𝑛𝑔𝐷 = 𝑚𝑎𝑡ℎ. degree(𝑎𝑛𝑔𝑅)                                         (16) 

 

Finally, Equation (17) the after converting the unit from radians to degree because the slope is 

positive, we have to add it from 90 ͦ angle, 

 

                                                                               𝑎𝑛𝑔𝐷 = 90° + (𝑎𝑛𝑔𝐷)                                                       (17) 

 

The equations contain two conditions if m1<0 and if m1>0, as if slope of line is less than 0 then 

the angD will become angD = 90 ͦ– angD and if the slope is greater than 0, angD = angD + 90 ͦ. 

Slope [16] has a mathematical description that is remarkably similar to our daily definition. Slope 

is a mathematical term that describes the steepness and direction of lines. For reference, the 

above m is the slope of the redline with respect to the X axis in our case in given Figure 5. Our 

reference line is AB. We have to find an angle with respect to this line. 

 

𝜽1 is our angle between line AB and line BO1 

 
 

Figure 6. Logic behind finding angle 

 

If m i.e., slope comes positive; it means that the object is at the right side of the ego vehicle. So, 

in Equation (18) the angle between AB and BO1 
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                                                                               θ1 = 90° − θ                                                                         (18) 

 

Where, 𝜽 is tan-1(m) 

 

 

 
 

Figure 7. Negative angle logic 

 

Equation (19) represents that if m comes negative it means the object is at the left side of the 

ego vehicle. 

 

                                                                               θ1 = 𝑡𝑎𝑛−1(𝑚) − 90°                                                        (19) 

 

4. Simulation Model 

The program is configured for a store divided into two categories of cups. The two of them 

access similar code for the necessary programming setups, which is helpful for errors that need 

to be completed in the 2 components. Nevertheless, it is possible to add program to every cup 

catalogue solely. 

• The communication between both the components of the program is done through a 

ROS (Robot-Operating-System), which makes use of supporters and distributors on hubs. 

For example, this material will calculate the Time of Impact, which will then be delivered 

from a hub to a point. Making a defined code structure is made easier by this framework. 

• Since the admission to the race course was denied and the delivery of the 1:10 model 

automobile components was delayed; it was a good idea to utilize the CAR Learning to 

Act (CARLA) testing system to get the data needed for the estimates. It suggests that the 

finished goods just weren't tested on the actual model of the automobile. 

• A straightforward, straightforward procedure is used to determine whenever the 

"subject" automobile will "touch" the "target" automobile. The complexity and length of 

time required for the calculations are substantially affected by the mathematical patterns 

accepted for the two vehicles. 

 

Regardless of the fact that we've established that cars have basically rectangular geometries 

when projected onto the plane, we should take the cushioning areas into consideration when 

determining the range to locate the things. Hence, a genuine rectangle shouldn't be employed 

as the exam's design. It ought to be more substantial or shaped differently. Different shapes 
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should be taken into account because the mathematical properties of the shape affect how 

complicated the estimation is. Four calculations based on various types are explained in the text 

that comes before this. We must first identify the object in our internal self-vehicle’s area of 

reference prior evaluating this. We should create an insight model for it in order to accomplish 

this. We will indeed be capable of recognizing objects like pedestrian, bikes, cars, trucks, and the 

adjacent corresponding labels with a camera sensor connected to our inner self automobile. 

 

5. Simulation Model Result and Analysis 

The CARLA simulation is used to get the data. The testing process for the CARLA [17] includes a 

flexible customer service engineering. Everything associated to the real recreation is indeed the 

employee's responsibility, including detectors, science, calculations, reports on the world-state 

and its entertainers, etc. Having the worker on a dedicated GPU would indeed be ideal because 

it prioritises recognizable proof, especially when handling Artificial intelligence technology. 

 

On the user side, there are a number of user modules that control the thinking of on-stage 

entertainers and define world circumstances. This is achieved through the use of the CARLA API 

(in Python or C++), a layer that acts as an intermediary between staff and users and is always 

expanding to offer new features. A wide range of data about CARLA's world was gathered by 

steering personality automobiles around on automation, la-belling or annotating the 

information with coded names. 

 

The dataset is divided into two segments: data preparation (3426 photos) and data validation 

(364 images) Along with their opinions regarding each image in detail. The TF Object Detection 

(TensorFlow Object Detection) API has been expanded in TF (TensorFlow 2.2). With TF's Object 

Detection, users can combine a variety of cutting-edge object identification models, like 

Efficient-Det, the best-in-class model from Google Brain. Furthermore, most object recognition 

models let you set up your system with bounding boxes [18] and class markers so that it can 

recognize items in a scenario. The TF Object Detection API allows you to transmit a variety of 

models and strategies to achieve this goal. There are many ways to use deep learning methods 

to address these problems. We practice the 512x512 smallest EfficientDet-D0 model. The 

preparation process involves 8000 stages, 10 hours of consistent training, and a GPU (with 

Nvidia 1650 GTX GeForce 4GB RAM). belongings provided by Google Colab Pro. To compute the 

distance, we must first identify the object in question from our ego vehicle's field of vision. We 

will be able to identify objects like pedestrian, bikes, auto, truck, along with number of bounding 

boxes surrounding them with the help of a video sensor attached to our moving objects. 

 

The discerning model is applied to object localization. Item identification is a system for 

identifying the class events that a piece of content belongs in. Auto cars need to identify certain 

elements that are present in an image, as well as the locations of these objects, in order to have 

a complete 3D view of the environment. The parameters Img_height(px), Img_width(px), Left(px), 

Right(px), Center_x(px) and Center_y(px) of the bounding box is given and on the basis of 
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speed(m/s) and angle(degree) of the ego vehicle the Distance in inches and meter is calculated 

as follows: 

 

Table1. Distance measured in inches 

Img_heig

ht 

(px) 

Img_widt

h 

(px) 

Lef

t 

(px

) 

Righ

t 

(px) 

Botto

m 

(px) 

Center_

x 

(px) 

Center_

y 

(px) 

Spee

d 

(m/s) 

Angle 

(degree

) 

Distanc

e 

(inch) 

700 1100 39

2 

457 457 357 404 18 28 70.29 

700 1100 38

0 

452 452 361 408 17 35 69.54 

700 1100 37

8 

458 458 361 412 17 35 64.17 

700 1100 30

8 

445 445 366 438 14 19 46.2 

700 1100 27

3 

443 443 370 455 14 29 39.53 

 

Table2. Distance measured in meters 

Img_heig

ht 

(px) 

Img_widt

h 

(px) 

Lef

t 

(px

) 

Righ

t 

(px) 

Botto

m 

(px) 

Center_

x 

(px) 

Center_

y 

(px) 

Spee

d 

(m/s) 

Angle 

(degree

) 

Distanc

e 

(meter) 

700 1100 39

2 

457 457 357 404 18 28 1.78 

700 1100 38

0 

452 452 361 408 17 35 1.76 

700 1100 37

8 

458 458 361 412 17 35 1.62 

700 1100 30

8 

445 445 366 438 14 19 1.17 

700 1100 27

3 

443 443 370 455 14 29 1.04 

 

On the basis of the formula, we have measured the distance in inches and meters in Table1 and 

Table2 respectively. 
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                                           Figure 8. (c)                                                             Figure 8. (d) 

Figure 8. (a) and Figure 8. (b) image the distance is calculated in inches and Figure 8. (c) and 

Figure 8. (d) image the distance is calculated in meters. 

 

 Figure 8. (a), shows the passenger car(red) is detected with the RGB camera and to detect it we 

have created bounding boxes around it on which the distance which is calculated in inches is 

specified i.e.,52.66 inch. Figure 8. (b), shows the passenger car (yellow) detected with the RGB 

camera and to detect it we have created bounding boxes around it on which the distance which 

is calculated in inches is specified i.e., 32.96 inch. Figure 8. (c), shows the passenger car (red) 

detected with the RGB camera and to detect it we have created bounding boxes around it on 

which the distance which is calculated in meters is specified i.e., 1.16meters. 

Figure 8. (d) shows the passenger car (yellow) detected with the RGB camera and to detect it we 

have created bounding boxes around it on which the distance which is calculated in meters is 

specified i.e., 0.44 meters. In these result images  
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In Figure 9. (a) and Figure 9. (b) we have used object detection to detect the vehicle and further 

calculate the distance to detect the object. After object detection and distance measurement we 

have calculated the angle measurement from centre to bottom of the image frame captured 

from our ego vehicle camera. In Figure 9. (c) and Figure 9. (d) there is some extra information 

along with the bounding box and distance value from each of the bounding boxes of detected 

objects.  

 

This new extra information is the angle at which the detected bounding is at from our reference 

straight line from centre to bottom of the image frame captured from our ego vehicle camera. 

These pictures represent the angle at which the detected bounding is at from our reference 

straight line from center to bottom of the image frame captured from our ego vehicle camera 

[19]. The vehicle and object detection are accurate. 
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Figure 10. Comparison graph of precision, recall and F1 score 

 

 
 

Figure 11. Class wise comparison of precision 

 

The ratio of true positives to the total of true positives and false positives equals to precision. It 

gauges how accurately a model can forecast the positive class [20]. Precision is the ability to 

foresee something positively. The precision-recall curve, like the ROC curve, depicts recall (x-

axis) and precision (y-axis) at various thresholds. Calculating precision and recall using the 

precision recall curve function, which accepts true output values and probabilities for the 

positive class as inputs and outputs precision, recall, and threshold values. YOLOv4 [21] has a 

precision of 92.5%, a recall of 78.2%, and a f1 score of 84.7%, whereas our technique has 

precision, recall, and f1 scores of 96.6%, 76%, and 85.5%, respectively. Figure 10. compares these 

metrics, showing that our method is more accurate than yolov4. Figure 11. compares the class-

wise precision of our method to other techniques like the yolov4, centre net, and faster RCNN. 

To do this, we determined the MAP (mean average precision) of the different classes. The region 

of interest bounding box is inaccurate or too thin, and the detection performance to recognise 

smaller objects and objects that are too distant away is too low, according to the performance of 
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algorithms, bounding boxes detected by using YOLOv4 [21], centre net [22], and faster RCNN 

[22] on the basis of various objects. As a result, our technique has a much greater predictive 

power and a much more accurate region of interest (ROI), and the evaluated angle makes the 

right forecasting. 

 

6. Conclusion 

The number of fatalities happening on the road due to vehicle-vehicle collision and vehicle-

pedestrian collisions is increasing day by day. Therefore, automobile manufacturers have to 

incorporate a number of advanced electro mechanical features in the vehicles of today, for 

which they put a huge amount of capital into developing the various new technologies required 

for improving the vehicle safety corresponding to dynamic road traffic. In terms of developing 

numerous methods to enhance safety, the current work suggests the use of ai technology in 

both long term and present-day automobiles, using a number of diverse sensors such as RGB 

Camera, Depth Camera, RADAR, GPS, etc. and actuators incorporated with the outcome of 

sensing through ECU. In the process of this work, an AI - powered algorithm will be established 

and completed. It can then be used for traction control forecasting and automated braking in 

relation to the current traffic conditions to determine the behaviour needed by the operator or 

the automated system (autonomously) to protect the passengers on board of the vehicle as well 

as outsiders and establish the adaptive stability of the system. As per the comparative analysis 

our model gives the average precision as 96.6 % and recalls 76% in average processing time as 

11.8m/s which is less as compared to other papers, i.e., our model gives high accuracy and 

performance. Because of these features our methodology is much better than other techniques 

and we analysed it on the basis of metrics i.e., precision, recall and f1 score of yolov4 is 92.5%, 

78.2% and 84.7%. 
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