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Abstract: 

A large number of features can be extracted from text documents. The extracted features are 

mixed between positive, negative, and noise features. Improving the quality of extracted 

features can be a challenging task. The feature selection technique used in text classification is 

the team-based approach. The term “Frequency-Inverse Document Frequency” (TF-IDF) is 

widely used to extract all features from text documents. Based on the weight of the extracted 

features, the most important features can be selected. However, the selected features are based 

on the frequency of the term in the documents regardless of the importance of the feature. In 

this paper, we proposed a new method based on TF-IDF to improve the quality of extracted 

features and revise the weight. The extracted terms from the text are classified based on their 

importance. Then, the weight of the features can be revised based on the class that the feature 

belongs to. The proposed model shows significant improvement in the evaluation measures 

with an average of 3.6 in F-measure. 
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1. Introduction 

In the era of big data, huge amounts of data are available in electronic format in different 

domains, such as health care, education, online shopping, and security. The data are known as 

high-dimensional data, especially text data [15]. Then, extracting high-quality knowledge from 

high-dimensional data is a challenge. Applying data mining and machine-learning methods to 

high-dimensional data will lead to that data becoming sparser in high-dimensional space [13], 

[15]. 

 

Text classification is used to assign text to different classes based on the predefined set of 

categories [10,25,26]. To classify a set of documents D, the classifier T needs to be built first. The 

classifier T needs to train by using a labelled set of documents D [6]. The effectiveness of the 

classifier is affected by many factors. One of them is the quality of training documents and the 

quality of features selected and extracted [2]. However, a massive number of features can be 

extracted from text. Some of those features are meaningless or misleading to the classifier. The 

simple process of text classification can be illustrated in Figure 1. Therefore, improving the 
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feature selection process can play a significant role in the effectiveness of the classifier. Feature 

selection helps to directly select a subset of relevant features for model construction [12,16]. 

 

One of the main tasks that can affect the text classification model is the pre-processing process 

and feature selection and extraction methods [23]. Selecting the right features (terms)to 

represent the documents is a very challenging task. The extracted features represent the 

documents in vector space. In vector space, each term has a weight, and the weight of the term 

determines the importance of the term. As a result, the weighting methods can play a significant 

rule in the effectiveness of the classifiers. Thus, a challenge in automatic text classification is the 

effective weighting and representation of text [23]. 

 

Feature extraction methods extract a huge number of features. Some of the extracted features 

are useless because they are misleading the classifiers in categorizing the documents into 

different classes due to their weak discriminatory power [2]. Generally, those features are shared 

between all the text in different categories. Sometimes, their term frequency is the same in all 

classes.  

 

Different weighting methods have been developed over the years. Most of them used the same 

weighting technique for all the features without any discriminative of the important features. 

The extracted features from a text can be categorized into three categories: features that appear 

only in positive documents, features that appear only in negative documents, and features that 

appear in both positive and negative documents. Most of the features appear in both positive 

and negative classes. Those features normally appear equally in both classes which makes them 

useless. Then, not considering these features in the weighting method can affect the classifier's 

performance. 

Figure 1: Documents Classification process. 
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In this paper, we introduce a technique that revises the selected features from the text and 

groups them according to their importance. Based on the group of the terms, their weight can 

be revised. 

 

The remainder of this paper is organized as follows: sections 2 and 2 present the literature 

review and related work. The proposed scheme is discussed in section 4. Section 5 shows the 

experimental settings, the result, and the discussion. Finally, section 6 contains the conclusion 

and directions for future work. 

 

2. RELATED WORK 

Text classification has been used wildly in real-life applications such as spam email filtering and 

webpage classification. The classifier learns to classify a new text based on pre-specified label 

data [27] Generally, text contains a large number of unique terms. Using all the terms to train the 

classifiers can give a poor result [17,22]. Feature selection techniques can be used to select the 

most important terms that can be used to train the system. 

 

Feature selection and feature extraction techniques can improve the effectiveness of the 

learning process and the efficiency of the classifiers. They help to reduce the dimensions of the 

data and focus on the most important features. Even in low-diminution data, both feature 

selection and feature extraction can still play significant roles in improving the effectiveness of 

the model and avoiding over-fitting problems. 

 

Generally, the text contains a large number of features, most of which can be categorized as 

noise or redundant features [11]. Therefore, building a text classification model is a sophisticated 

process. It contains some critical steps that can affect the performance of the classifier, such as 

data pre-processing, transformation, feature selection, and feature extraction [18]. Feature 

selection and extracting is known as the first steps to build a classifier after the pre-processing 

steps. Term Frequency-Inverse Document Frequency (TF-IDF) is one of the popular methods in 

feature extractions [14]. 

 

Many text representation models have been developed over the years. The simplest and the 

most popular method is the bag of words. The method used to select those words is the Term 

Frequency (TF) method. More advanced methods can be used to give more accurate results 
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such as the term Frequency-Inverse Document Frequency (TF-IDF). Whereas, inverse Document 

Frequency (IDF) is to reduce the effect of general words in a set of documents [14]. 

 

However, TF-IDF can extract a large number of features, most of which are considered noise 

features. Some studies contend that most of the dataset contains about 40% noise [11]. 

Therefore using all the extracted features as they are to train the classifiers can affect the 

performance of the classifier. 

 

In text classification, different numbers of algorithms have been developed [14]. The text 

classification algorithms can be grouped into two: traditional machine learning and deep 

learning [20]. Each category has its own advantages and disadvantages. The advantage of 

traditional models is that they require less training datasets and less computational power 

compared to the deep learning approach. 

 

2.1 Document Representation and Term Weighting 

Both features selection and features extraction are critical steps to improve the effectiveness of 

the ML algorithm [28]. To deal with text documents, the terms need to be changed to a specific 

format that the model can deal with. The most common format is the vector space model (VSM). 

Whereas each document transfers to a vector that combines the terms and the weight of each 

term, such as d ={t1, t2,t3, ..., tn}, where d is a document that contains the n terms, and wi is the 

weight value of the ith term. The weight of each term represents the importance of the terms in 

VSM. The weighting scheme used to calculate the weight of the terms can play an important role 

in the effectiveness of the classifier. The weighting scheme can be grouped into two groups: 

Local Factor and Global Local Factor. 

 

On one hand, the local factor focuses on the contribution of the term in each individual 

document [9]. Term frequency (tf) is known as the most used local factor method to calculate the 

weight of each term in a different document. It calculates how many times that specific term 

occurs in the document [24]. 

 

On the other hand, the global factor focuses on the weight of the terms in the whole collection 

[9]. However, the global factor method is affected by the local factor methods [8]. The global 

factor methods can be grouped into two groups: unsupervised term weighting methods (UTW) 

and supervised term weighting methods (STW). 
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UTW Schemes: In unsupervised term weighting methods the category of the documents is 

ignored during the calculation of the weight of term ti in documents. In other words, the 

weighting of the term ti does not consider the classes of that term belong to. Therefore, the 

weight considers only the frequency of the occurrences in all the training datasets. It used to 

balance the term frequency using inverse document frequency as follows: 

 

where TF is the frequency of term ti in document dj, N is the number of training documents, and 

df is the number of documents d that contain term ti in the dataset. TF-IDF has been used widely 

as a feature extraction in many text classification methods [3]–[5], [19,21] 

 

STW Schemes: The STW considers the classes of the documents while calculating the weight. 

Therefore, this process is known as a supervised task. It used different term weighting methods 

to control the term weighting process [9]. Different STW methods are used to overcome the 

limitations of UTW. It is proposed to consider the classes of the extracted features. 

 

The Proposed STW Scheme 

The UTM limitation is that the weight of the terms is calculated based on the frequency of the 

term in the entire dataset regardless of the category of the documents. Therefore, using the STW 

method would help to overcome this problem. TF-IDF method used to calculate the weight of 

specific term ti in set of documents D as shown in Eq.1. 

 

The most popular term weighting scheme is TF-IDF, which assesses the importance of a term ti 

in a document based on the entire corpus, as show in Eq.1.  

 

The extracted terms using TF-IDF can be group into 3 classes:  

General terms group  G, the positive specific terms group T +, and the negative specific terms 

group T-. The classification rules show can be generalized as follow: 

 

The extracted terms using TF − IDF can be grouped into 3 classes: General terms group G, the 

positive specific terms group T+, and the negative specific terms group T−. The classification 

rules show can be generalized as follows: 

(1) 
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Common = {t ∈ T | t ∈ D+ & t ∉ D−}, 

T+ = {t ∈ T | t ∈ D+ & t ∉ D−}, and 

T− = {t ∈ T | t ∈ D− & t   G ∉ D+}. 

 

It is easy to verify that G ∩ T+ ∩ T− = ∅. Therefore, {Common, T+, T−} is a partition of all terms. 

 

This research proposed a novel STW model called term frequency-term discrimination ability 

(TF-TDA). The proposed model aims to improve the quality of features extracted from text by 

grouping the terms into more than three groups. Then, the weight of the terms can be revised in 

each group. 

 

3.1 Term Classification and Wight revising 

We believe that the terms that appear in Common classes can be categorized into three classes. 

The grouping function can consider the frequency of the terms in a positive document D+ and 

the term frequency in D-. Whereas the term $t$ appears more to the positive group can be more 

important to the positive classes. On the other hand, the term t that appears more in negative 

classes can be more important to the negative Classes. As a result, each term ti has two weights. 

The first weight is the weight of the term in positive class PE(ti). The second weight is the weight 

of the term ti in negative class NE(ti). Both weights can be calculated used the following 

equations: 

 

          (3) 

 

    (4) 

 

Whereas a is the frequency of term ti in positive classes, and N+ is the number of positive 

training documents, c is the frequency of term ti in negative classes, N− is the number of 

negative training documents. In case of term ti appears positive classes only then the value of  

NE(ti) = 0. If the term ti appears in negative classes only then the value of PE(ti) = 0. 

 

Based on the weight of the terms in each class, the distance of term ti to each class can be 

calculated using the following equation: 
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Var(ti) = PE(ti) − NE(ti)            (5) 

 

Consequently, the common terms can then be classified into Freq+ or Freq−, or G by satisfying 

the following constraints: 

 

where k is the threshold parameter 

This research aims to develop a novel STW scheme called Term Frequency-Term Discrimination 

Ability (TF-TDA). The proposed group the terms in more than three categories (T+, T−, and Com). 

 

Based on the grouping classes, the term’s weight can be revised based on the distinguishing 

ability, especially the imbalanced  

 

dataset. The distinguishing ability of the term ti can be calculated using class priority (clsPrior ), 

formulated as follows: 

         

                                   (7) 

 

Where N is the number of training documents in the dataset, |C| is the number of binary classes 

in the dataset, and |C| = 2, cf(ti) is the number of classes that ti appears in. 

 

Figure 2: The classification of terms in the 

proposed model. 
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In this paper, we apply a binary classification to the data set. Therefore, the revised weight for 

each group of terms can be formalized as follows: 

 

                                                 IF (ti ∈ T+): 

 

                                                   IF (ti ∈ T-): 

 

                                                  IF (ti ∈ Freq+): 

 

                                                    IF (ti ∈ Freq−): 

 

                                               IF (ti ∈ G): 

 

  

Table 1: TF-TDA Algorithem. 
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wight(ti) = TF(ti,dj) 

 

The proposed algorithm presented in Table 1. from step 1 to step 5 is the extraction of features 

from text using TF-IDF, and the extracted features grouped into three groups (T+,Common, T−). 

Then from step 6 to step 15, shows the process of classifying the terms in Common group into 

three classes (Freq+,G,Freq−). Then the weight was revised for each term in the Freq+,G and Freq

− class from step 16 to 23. 

 

The time complexity of TF-TDA is mainly decided by the steps of classifying the common terms 

into 3 groups (Freq+,G,Freq−). Then, the revision process of the weight of 4 out of the 5 groups 

(T+,Freq+,G,Freq−,T−) was undertaken. Therefore, the time complexity of TF-TDA can be 

calculated as O(mlogm
), where m = |T|. 

 

3. EVALUATION 

The proposed model, TF−IDF, aims to classify the extracted features into 5 classes. Then the 

features weight can be revised based on the classes of each term. The aim of that is to improve 

the effectiveness of the classifier. Therefore, the proposed model, TF−IDA, is compared with the 

traditional TF−IDF. 

 

TABLE II: F-measure result for the models used. 

 

4.1 Datasets 

In order to evaluate the proposed model, we use the Multidomain Arabic Resources for 

Sentiment Analysis (MARSA) dataset [1]. From all the domains, we choose the social domain. The 

social dataset concentrated on issues affecting Saudi society. Therefore, hashtags were created 

about social issues, such as royal orders, the Saudi budget, issues affecting the income of Saudi 

citizens, and others. They contain about 7523 tweets in the following categories: 2499 tweets 

were classified as positive, and 5024 tweets were negative. In order to use the dataset, the pre-

processing steps have been applied for each tweet. That includes stopwords removal and 

Model Dataset TF-IDF TF-TDA TF-IDF* 

M-NB MARSA (Social) 82.31% 85.52% 3.21% 

SVM MARSA (Social) 79.23% 83.22% 3.99% 

* The improvement percentage obtained by TF-TDA compared to other schemes 
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stemming. The dataset is divided into two groups: training and testing. The number of 

documents in each group is presented in Table I and the percentages are shown in Figure 3. 

 

 

4.2 Evaluation Measures 

In any data mining process, evaluation is a vital point. Commonly used evaluation measures are 

precision, recall, and F-measure. Precision basically shows, out of the instances classified as 

positive by the model, how many twitters are actually positive. Recall, however, shows how many 

tweets the model classified as positive out of the instances that are actually positive. In this 

context, evaluating both measures and then selecting the one with the higher value is not 

appropriate in some cases. Thus, there is another technique called F-measure, also known as F-

measure, which is a metric that takes both precision and recall into account. The F-measure 

gives equal weight to precision and recall. This means that if any recall or precision is low, then 

the F-measure will tend to be low as well. F-measure is not the proper metric to evaluate models 

in cases where the models demand recall or precision to be higher than another. Precision, 

recall, and F-measure can be calculated using the following equations: 

 

 

Where TP (true positive) is the case in which a student is predicted as at-risk and the actual class 

of the student was also at risk, FP (false positive) is the case in which the student is predicted as 

Figure 3: The distribution of dataset in this 

paper. 
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not at-risk and the actual class was at risk, TN (true negative) is the case in which the student is 

predicted as not at-risk and the actual class was not at risk, and FN (false negative) is the case in 

which the student is predicted as at risk and the actual class was not at risk. 

 

Figure 4: Comparing the pressed model TF-TDA with traditional TF-IDF in SVM and NB. 

  

 

 

 

 

 

4.3 Result 

A vector space model (VSM) was used for term representation, using words as features. The 

main method that is used to extract terms is the traditional method TF. Table III presents the 

number of extracted terms from the dataset. Moreover, the number of terms that appear in 

different classes is shown in Table III. Based on TF, the proposed model TF − TDA is applied in 

two steps: 

• Grouping the extracted terms into 5 different groups. 

• Revised the weight of the extracted terms. 

 

The proposed weighting scheme will be compared with the traditional TF-IDF model using two 

classifiers. Both support vector machine (SVM) and naive bayes (NB) have been used to 

 

TABLE IV: Statistical Tests Results 

Dataset Model 
TF-TDA vs.TF-IDF 

P-value 

MARSA 

(Social) 

M-NB 0.00052 

SVM 0.000233 

 

The proposed weighting scheme will be compared with the traditional TF-IDF model using two 

classifiers. Both Support  Vector Machine (SVM) and Naive Bayes(NB) have been used to 

evaluate the model. The classifiers were tested using TF-IDF and TF-TDA. As shown in Table II, 

the proposed model gave better results in the F-measure. The percentage of improvement in 

both SVM and NB was 3.6%=(3.21+3.99)/2 on average. The result is presented in Figure 4. Based 

TABLE III: Number of unique features (including 

common and pure features) for each dataset. 

Dataset |Com| |T+| |T−| |AllFeatures| 

MARSA 

(Social) 
2249 3211 862 6322 
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on the result, the proposed model gave a better result, and the NB algorithm using TF_TDA gave 

the best results. 

 

We use statistical tests to calculate the P-value to measure the significance of the improvement. 

This value is known as the probability of no difference between two set of obtaining results (null 

hypothesis). The P-value can indicate if the null hypothesis can be rejected or not. In this paper, 

the P-value is calculated using McNemar’s statistical test [7], where the significance level is 

0.05. In Table IV, the P-value result shows that it is less than 0.05. Therefore, the null hypothesis 

can be rejected. In other words, the improvement of the result using TF-IDF is significant, 

whereas P 

– value = 0.00052 < 0.05 in the maximum value. 

 

As shown in Eq. IV-A, the value of empirical parameters, like k, that are used to determine the 

boundary of each class (Freq+, Freq−, G) can affect the result. The value of k can affect the 

number of terms in each class. Table V shows the distribution of the terms in all classes using the 

optimal value of k. Figure 5 shows the F-measure result for different value of k. 

 

 

 

TABLE V: Optimal k in different. 

Model k |G| |Freq+| |Freq−| |T+| |T−| F1-score 

M-NB 0.5 1995 111 143   85.52% 

SVM 3.7 2235 12 2 3211 862 83.22% 
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4. CONCLUSION 

Different methods can be used to extract terms and present features in the vector space model. 

Most existing techniques can be categorized into one of the two groups: local factor and global 

factor. In this paper, we proposed a novel TF-TDA scheme to improve the effectiveness of text 

classification methods. The proposed model works in two stages as follows: 

• Term classification into different classes based on the importance of each class. 

• Revise the weight of the extracted terms in each class according to the importance of 

each class. 

 

The result of the proposed model shows a significant improvement in F-measures in both SVM 

and NB models. The percentage of improvement is about 3.6% on average. Using statistical 

methods to show the significance of the results gives p-value = 0.00052 using NB and p-value = 

0.000233 using SVM. More research can be conducted in multiple classes. Moreover, Applying 

the same approach in different domains, such as images, may improve the result. 
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