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Abstract: 

An automated grading system was developed in this work to help teachers quickly grade 

multiple assignments at the same time, with fewer efforts, and especially with the Pandemic of 

COVID-19 and the challenges facing e-learning, in terms of correcting essay-answer tests. The 

use of automatic grading systems saves time and effort for educational institutions in achieving 

high-efficiency educational goals. considering that the number of students participating in 

online learning has increased dramatically, it is expected to reach more than 1.38 billion by 2023. 

Thus, it has become necessary to prepare a system for analysing and classifying students' 

responses to various types of electronic exams automatically. The k-Means method has been 

employed in many research fields. However, it has flaws due to the large number of parameters 

that affect its performance and the difficulty in managing the results. For that reason, the OPTICS 

clustering algorithm was employed in this work, as well as the African Buffalo Improvement 

technique, to get optimal results. The OPTICS algorithm clearly outperformed the K-Means 

algorithm, according to the results. The findings were greatly improved by using OPTICS and 

incorporating the African buffalo optimization technique. 
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1. Introduction 

An automated grading system has become one of the essential tools in every educational 

institute, especially with the COVID-19 pandemic[1]. It is the system's capacity to "learn" the 

correct and wrong answers and store them for future use [2]. The development of partially or 

fully automated grading systems utilizing computational approaches has become a key study 

subject, as technology has quickly gotten more powerful in scoring examinations and essays, 

particularly since the 1990s. By grading the tests, the elements of success can be detected, and 

students’ strengths and weaknesses can be detected to improve and develop the educational 

level, as well as the effectiveness of the teaching strategies used and the educational resources 

used in the education process[2]. Besides, holding exams and grading answers to put marks on 
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them and monitoring students’ results is done manually, as this method has become 

incompatible and ineffective with the e-learning system[3]. 

 

Moreover, when the coronavirus outbreak occurred, it threw a shadow over the education sector 

since it forced educational institutions to lock their doors in order to decrease the likelihood of 

its spread. This generated widespread anxiety among people associated with the education 

sector.[4][5]. 

 

All of this has prompted educational institutions to consider converting to electronic education, 

which has been debated for some time [6] as an alternative. For a long time, there has been 

controversy regarding whether or not it should be integrated into the educational process. This 

was particularly true once the educational process was immediately impacted by the industry's 

automation and technological growth[7]. Those mentioned above led to recent years’ education 

development and have become reliant on information and communication technology. This is 

one of the general pillars on which the modern e-learning concept is built, and it is important to 

note that the use of the Internet in educational science did not begin in the year 2000 but rather 

occurred prior to that year, as most universities today make use of so-called education 

management systems[8]. 

 

The system provided the faculty member with the opportunity to hold the test on the website, 

which facilitates the teacher in grading the test answers and monitoring students’ results 

automatically [8]. The research, itis talking about combining machine efficiency and human 

experience to give the best way to evaluate students’ answers. Since the outbreak of the COVID-

19 virus, there has been significant growth in the number of students engaging in online 

learning, which is expected to reach more than 1.38 billion users by 2023.Figure 1 shows the fast 

growth of online learning users since the beginning of 2020.It has become necessary to establish 

a system for evaluating and grading students’ answers to online tests [3][4]. 

 

The K-Means algorithm has been commonly used by many researchers for grading systems. 

However, this algorithm suffers from These are the limitations which is a research gap[11]: 

• Predicting the number of clusters (K-Value) is difficult. The initial seeds have a significant 

influence on the outcome. 

• The order in which the data is entered has an influence on the findings. 

 

These limitations make it not a good choice to use as it has affected the accuracy of the results. 

To overcome the limitations of previous studies, this study proposes using the Ordering Points 

To Identify the Clustering Structure (OPTICS) method to identify the clustering structure [12]. An 

optimization technique is required to determine the optimal value for the ɛ (Epsilon) variable to 

obtain the best possible outcomes. One of the promising optimization algorithms that can be 

used to select the optimal value for the OPTICS algorithm parameter is the African Buffalo 

Optimization algorithm [13]. 
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The significance of the scientific contribution of this paper is as follows : 

1. A new model has been proposed for an automated student grading system based on a 

clustering technique in machine learning. 

2. Optimal parameter tuning for the clustering algorithm's sensitive parameter. 

3. A new hybrid model combines clustering and optimization algorithms. 

4. Increase the depth and breadth of the literature by adding new topics and method 

options. 

 

2. Related Work 

The importance of automatic grading has been highlighted by many reports in the literature,  

where the automatic grading system was applied by using clustering algorithms, and the issues 

of the automatic grading system were successfully addressed with good results. Despite their 

capability in handling automatic text grading, the proposed algorithms cannot be directly 

adopted due to some limitations.  

 

As a result, for performing efficient and fault-tolerant automatic text grading, several 

modifications are required. One of the most important research questions was proposed by [14], 

where grouping responses were involved by using the K-Means algorithm based on their 

similarity to the question's common words and the model answer's similarity to the student's 

response. The study was followed by [15], which proposed a method for scoring short responses 

based on semantic similarity and the related grades. In this work, the clustering approach was K-

Means. In addition, in another interesting work in the literature,  148 essay answer data from 37 

students were employed, and eight dummy answers (irrelevant answers) were added. Moreover, 

the feasibility [16] to infer grammatical and semantic linkages from both the student response 

and the reference answer has been also demonstrated, proving that both were correct. 

 

As a consequence of this quality,Long Short-Term Memory )LSTM( has the ability to develop the 

concept of "long-term reliance." The different methods of feature selection have been also 

investigated and the method of choosing features has been proposed. The [16]  use of semi-

supervised clustering approaches for short response scoring has been also introduced, and this 

was supported by the findings.  

 

The most significant contribution of this work was the use of metric pairwise constrained 

MPCKM (Metric Pairwise Constrained K-Means) for clustering, which is considered an extension 

of the K-Means algorithm and represents a breakthrough. This work, which was followed by [17], 

recommended the goal of a binary multi-verse optimization method to address the issue of 

choosing text functions in text clustering by minimizing the number of possible outcomes. The 

K-Means clustering algorithm considers features as entries, allowing for an evaluation of the 

feature selection technique to take place.  
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Furthermore, document preparation and feature selection are two more steps in this study's 

proposed model [18], including clustering algorithm phases. Clustering methods, such as K-

Means and incremental K-Means were used, while a collection of unlabeled documents was 

allocated to predetermined groups in the unsupervised methodology. In addition to that, 

[19]proposed a method for short text clustering based on a multi-step process. More 

specifically, first, the embedding was transformed into a latent space, and then a soft clustering 

was performed (Smooth Inverse Frequency (S.I.F.)) by using k-Means on the latent space.  

 

In another work [20], link-based particle swarm optimization (LBPSO) approaches for 

unsupervised text clustering were utilized for feature selection. The k-Means clustering method 

then evaluated these salient features to optimize the proposed algorithm's performance and at 

the same time minimize computing time. As can be ascertained from the most frequently cited 

related work, the K-mean approach is the most frequently utilized clustering algorithm, despite 

its shortcomings. Under this direction, the goal of this work is to close this gap by introducing a 

novel combination of clustering and optimization methods for achieving the best outcomes 

possible for an automated grade system. 

 

3. Automated Grading System Based Machine Learning 

To create an automatic grading form, several steps should be applied that start with collecting 

data from the typical answer that the teacher creates and the students' answers. These data 

need to be preprocessed and the text data represented with numeric vectors to be subsequently 

used as the dataset for the OPTICS algorithm that works with numeric data. A schematic 

illustration of the automated grading system is presented in  Figure 2. 
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Figure 1: Depiction of the Automatic Grading System Architecture 

 

3.1. Preprocessing and Data Representation 

By using text data preprocessing techniques, text data can be cleaned up for their use in the 

proposed model. The preprocessing of data is regarded as a critical step in the development of a 

machine learning model since the outcomes are strongly dependent on how well the data are 

preprocessed [21]. Text data include noise in the form of emotions, punctuation, numeric value, 

special characters, and text in various cases, as is shown in Figure 3.  

 

The text data processing process begins after collecting the answers from all students to all the 

questions in addition to the teacher's model answers. 

• Tokenization: The majority of text mining research comprises words or sentences, which 

must be divided word by word before being further processed (Splitting the sentence 

into words) [22]. This is an example of tokenization: 

Before tokenization: This essay is arranged into 3 sections. 

After tokenization: [This] [essay] [is] [arranged] [into] [three] [sections]. 

• Stop Word Removal: In the information retrieval and text mining process, many of the 

most commonly used words in English are meaningless. Stop-words are common terms 

that contain no information and are language-specific functional words. 'The,' 'of,' 'and,' 

and 'to' are examples of such terms [23]. Figure 4 illustrates how the number of words is 

reduced when the stop words were eliminated. 

• Lemmatizationis the process of breaking down complex words into their most basic 

components. When affixes are removed from features, the result is that the inflected 
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words are reduced to their stems. The stem does not have to be directly related to the 

word's original morphological root, although it is usually linked since words map to 

stems that are similar to one another. When many different kinds of features are 

combined into a single feature, this process is also used to minimize the number of 

features in the feature space and boost the clustering effect of the clustering algorithm 

in the question [23]. 

 

 
Figure 2: Depiction of the word cloud from all the answers to all 87 questions from all the 

students. There are a total of 1500+ words. The size of large terms indicates the higher 

frequency and if the words are smaller, a lower frequency is indicated. 

 

 
Figure 3: This graph shows the number of learners affected by the closure of national 

schools around the world [9] 
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While traditional data analysis requires the development of a model from primary data and 

knowledgeable opinion to establish anassociation between variables, machine learning is a 

promising technique that has been successfully applied by numerous researchers in various 

application domains, including automated grading systems[10]. The importance of ML in the 

automatic grading system reduces time and effort for educational institutions to achieve 

educational goals with high efficiency [8], and provides rich sources of information, as it is one of 

the characteristics of electronic evaluation of tests that are considered research motives [6][10]. 

Previous studies have shown that It is one of the most difficult domains to grade short responses 

automatically since it is strongly reliant on semantic similarity in meaning, which is defined as 

the degree to which two phrases are similar in meaning [13] when evaluating short answers. 

 
Figure 4: Depiction of the word cloud after removing stop words. This step is considered 

data cleaning 

 

 
Figure 5: Depiction of the Vocabulary word cloud for the answers to question 1.1. The 

model answer to question 1.1 can be seen in Table 1. 
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• By using the Bag-Of-Words (B.O.W.) technique, the text has been turned into a vector of 

numbers. A word bag is a fundamental technique for vectorising texts. More specifically, 

it bypasses word order and grammatical rules in favour of constructing a two-

dimensional matrix, where the first dimension represents the word and the second 

dimension represents the bunch of times the word appears in the corpus of texts [24]. 

 

3.2 Model Development  

Before the OPTICS algorithm is applied to cluster the text data, it is reprocessed and converted 

into numerical data. When the OPTICS algorithm is started, the African Buffalo algorithm is 

utilized to determine the value of the OPTICS algorithm's important parameter (ɛ) that is given 

the alpha values. The optics algorithm will employ all of the alpha band values, whereas the 

accuracy of each value in the chosen alpha range will be determined. A pool of values with their 

associated accuracy values will be then produced and compared with the value that possesses 

the highest accuracy. The latter will be picked as the value for the optics algorithm's 

fundamental parameter. 

 

3.2.1 OPTICS Algorithm 

OPTICS, or ordering points to identify the clustering structure, The method is used in data 

science to cluster density-based, and common-related data. It is also used for clustering high-

noise data since is a method for data mining in machine learning [25]. The optics algorithm 

requires the implementation of two basic parameters, namely the  Epsilon ɛ (radius), which 

describes the maximum distance (is defined as the maximum search distance) to be observed 

and whose value is determined by using the African Buffalo algorithm, and 𝑀ⅰ𝑛𝑃𝑡𝑠, which 

describes the number of points required to form a cluster. The value of this parameter was taken 

from previous studies. From the experimental outcomes, it can be argued  that 𝑀ⅰ𝑛𝑃𝑡𝑠 uses 

values between 10 and 20 to always get good results [26][12][27]. For each point, both the core 

distance and reachability distance are stored [12]. In the OPTICS algorithm, the parameters (ɛ) 

and (𝑀ⅰ𝑛𝑃𝑡𝑠), directly define density-reachable, density-connected, cluster, and noise, as is 

described in [12]. Instead of recording cluster membership from the beginning, OPTICS stores 

the order in which items are clustered. Interestingly, the values of 𝑐𝑜𝑟𝑒−𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 and 

𝑟𝑒𝑎𝑐ℎ𝑎𝑏𝑖𝑙𝑖𝑡𝑦−𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 endow the clusters with additional information about OPTICS ordered 

dataset [12]. 

 

The 𝒄𝒐𝒓𝒆 − 𝒅𝒊𝒔𝒕𝒂𝒏𝒄𝒆 parameter of a sample 𝜌 is the least value at which 𝜌  becomes the core 

point. If 𝜌 is not the core point, the core distance of 𝜌 is indeterminate (is defined as the 

minimum search distance needed to include 𝑀ⅰ𝑛𝑃𝑡𝑠 cases)[12]. 

𝑐𝑜𝑟𝑒 − 𝑑𝑖𝑠𝑡ɛ,𝑀ⅰ𝑛𝑃𝑡𝑠(𝜌) = {
𝑈𝑁𝐷𝐸𝐹𝐼𝑁𝐸𝐷𝑖𝑓|𝑁ɛ(𝜌)| < 𝑀ⅰ𝑛𝑃𝑡𝑠

𝑀ⅰ𝑛𝑃𝑡𝑠 − 𝑡ℎ𝑠𝑚𝑎𝑙𝑙𝑒𝑠𝑡𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑛𝑁ɛ(𝜌)𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

(1) 

𝑁ɛ(𝜌): (epsilon-neighborhood) points within a radius of ɛfrom a sample𝜌. 
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The 𝒓𝒆𝒂𝒄𝒉𝒂𝒃𝒊𝒍𝒊𝒕𝒚 − 𝒅𝒊𝒔𝒕𝒂𝒏𝒄𝒆 parameter of a point 𝔮 for another point 𝔮 is the larger value of the 

core-distance of 𝜌 and the Euclidean distance midst 𝜌 and 𝔮. Whether 𝜌 is not the core point, the 

reachability distance between 𝜌 and 𝔮 is indeterminate (is defined as the maximum search 

distance). The OPTICS algorithm uses also Euclidean distance as a measure of 

similarity[28][12][29][30][31]. 

𝑟𝑒𝑎𝑐ℎ𝑎𝑏𝑖𝑙𝑖𝑡𝑦 − 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒ɛ,𝑀ⅰ𝑛𝑃𝑡𝑠(𝔮, 𝜌) = {
𝑈𝑁𝐷𝐸𝐹𝐼𝑁𝐸𝐷𝑖𝑓|𝑁ɛ(𝔮)| < 𝑀ⅰ𝑛𝑃𝑡𝑠

𝑀𝑎𝑥 (𝑐𝑜𝑟𝑒 − 𝑑𝑖𝑠𝑡ɛ,𝑀ⅰ𝑛𝑃𝑡𝑠(𝔮), 𝑑𝑖𝑠𝑡(𝔮, 𝜌)) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

(2) 

 

Algorithm1: the main function of OPTICS 

 

 
An update function is invoked that changes the seed series, or in different words, the priority 

queue is altered in two places above (in steps 7 and 11). Updating occurs because the series is 

empty (at either the beginning of the algorithm or when all close points have been handled but 

unprocessed points remain) or when fresh points are identified to increase the cluster. 

The following presents the steps of the update function [12][29]: 
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Algorithm2: the update function 

Step1: Calculating the core distance for the given 

point 𝜌. 

Step2: Updating the reachability distance for each 

            the neighborhood of 𝜌 for each point in 

𝑁ɛ(𝜌) if (the 

            Point is not processed). 

Step3: Checking if the reachability distance for 

each  

             Neighborhood of 𝜌 is in seeds (it’s 

undefined). 

Step4: Insert neighborhood of 𝜌 in the priority 

queue 

            Precisely at reachability distance. 

Step5: The updating step, in other words,  

            continuously changes the instruction in the  

            priority queue, where the points with a  

            minor reachability distance (the points 

nearer to 

            the cluster’s center points) are placed. 

 

Clustering is attained by using the OPTICS method and sorting the datasets' entities, resulting in 

the so-named "reachability graphic." The reachability procedures are built by processing the 

dataset's entities sequentially and assigning a value called "reachability-distance" to each one. 

The algorithm always chooses the object that can be reached with the fewest possible steps 

while maintaining the lower limit denoted by MinPts, which is roughly translated to "most 

dense"[28]. 

 

 
Figure 6: OPTICS reachability plot of an example dataset (right) with clusters of varying 

shape, size, and density (left). The red lines indicate the correspondence: clusters correlate to 

concave areas on the right (every concavity means a cluster)[27][28][12]. 
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3.2.2 African Buffalo Optimization (ABO) algorithm 

Inspired by the movement of African buffaloes, the African buffalo optimization search 

algorithm (ABO) is a freshly designed optimization search algorithm [32]. African buffaloes are 

massive herbivores who roam to track rich green fields to fulfill their insatiable appetite. In 

addition, voting is a mechanism through which African buffaloes may utilize the collective 

intellect of their herd, which is regarded as one of the most amazing traits of these species. In 

order for buffalos to move from a hungry area to a rewarding one, they must use the "waaa" 

cries, which request that the buffalos go on to a safer and/or more rewarding places, and the 

"muaa" vocalizations, which request that the buffalos come to a safe place and lush spot to 

graze. Overall, optimization is associated with decreasing wasteful input, boosting speed, and 

maximizing profitably produced goods and services [32]. The goal of this algorithm was to 

improve the performance of the OPTICS algorithm by enhancing the accuracy of clustering. The 

functionality of the proposed algorithm was also exploited with the performance of the OPTICS 

algorithm by controlling the parameter value epsilon(ɛ), which is considered one of the basic 

parameters of the optics algorithm, as was previously explained. The African Buffalo algorithm 

determines the parameter value (ɛ) by the alpha values rang. 

 

The African Buffalo Optimization method essentially models the three main properties. 𝑚𝑘 

represents the ‘maaa' sound of buffalo k (k=1, 2, 3,..., n), while 𝑤𝑘 stands for the ‘waaa' sound. 

The movement of the buffalos is determined mathematically by Equation (3). More specifically, 

the memory portion (𝑚𝑘+1) of Equation (3) indicates that the animals are aware that they have 

shifted from their previous place (𝑚𝑘) to a new one. This effect demonstrates their vast memory 

capacity, which is an important skill in their nomadic lifestyle. As far as the animals' cooperative 

qualities are concerned, they are represented in the second part (𝑏𝑔𝑚𝑎𝑥.𝑘 − 𝑤𝑘). The buffalos are 

considered also superb communicators, and they can track down the best buffalo in each 

iteration. The third element shows the animals' ability to work together (𝑏𝑝𝑚𝑎𝑥.𝑘 − 𝑤𝑘). Since 

buffalos are superb communicators, they can track down the best buffalo in each iteration. 

𝑚𝑘+1 = 𝑚𝑘 + 𝑙𝑝1(𝑏𝑔𝑚𝑎𝑥.𝑘 − 𝑤𝑘) − 𝑙𝑝2(𝑏𝑝𝑚𝑎𝑥.𝑘 − 𝑤𝑘)(3) 

 

The movement of the buffalos throughout the alpha values range is controlled by the two major 

equations. Equations (3) and (4) are the ones in question (refer to algorithm3). The democratic 

Equation (3) serves as a theoretical framework for the animals' movement or lack thereof. Given 

the two competing parties, the “waaa” update allows for the accurate adjustment of the herd 

movement (“waaa” and “maaa” calls). As a result, the animals have a new position. The first 

Equation has two critical parameters, namely the global greatest (𝑏𝑔𝑚𝑎𝑥) and the personal 

greatest (𝑏𝑔𝑚𝑎𝑥.𝑘) locations, both of which have a direct impact on the animal's decisions. On top 

of that, the algorithm subtracts the “waaa” element (𝑤𝑘) from the maximum vector ((𝑏𝑔𝑚𝑎𝑥  

and𝑏𝑝𝑚𝑎𝑥.𝑘) and multiplies it by the learning parameters (𝑙𝑝1,𝑙𝑝2), which their typical values lies 

between 0.1 and 0.6. The learning parameters 0.1 to 0.6 have proven to help achieve quick 

convergence thus far [33]. The aggregate of these items is then counted to the “maaa” (𝑚𝑘) 

elements for the given dimension (instructing the animals to remain in the region to utilise it). 
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Then, the output from this step is sent into Equation (3), which determines whether the buffalos 

move or not in a given iteration. 

𝑤𝑘+1 =
𝑤𝑘+𝑚𝑘

𝜆
            (4) 

 

𝜆: signifies the exploitation driver, which is chosen at random from 0 to 1. 

𝑤𝑘+1 : denotes the shifting toward a current position. 

 

Algorithm3: function of the African Buffalo Optimization [34] 

Step1: Objective function 𝑓(𝑥)   𝑥 = (𝑥1. 𝑥2, … , 𝑥𝑛)𝑡 

Step2: Initialization: randomly place buffalos value 

to 

           nodes at alpha values range. 

Step3: Update the buffalos' fitness values (best 

accuracy)  

           Using Equation (3). 

Step4: Update the place of buffalo𝑘-value 

(𝑏𝑝𝑚𝑎𝑥.𝑘  and  𝑏𝑔𝑚𝑎𝑥.𝑘) using Equation (4). 

Step5: Is 𝑏𝑔𝑚𝑎𝑥updating. Yes, go to 6. No, go to 2. 

Step6: Confirm that the stopping criteria have been 

met,  

go to 7; otherwise, Back to Step 3. 

Step7: The output is the value that gives the best  

            accuracy (Epsilon Value =The 𝑏𝑔𝑚𝑎𝑥  value). 

 

 

3.2.3 Steps to Implement the Proposed Model 

The steps are shown in Figure 8. 

1. Teachers should put questions with their typical answers. 

2. Answers are collected from the students. 

3. The Bag-Of-Words (B.O.W.) technique is used, which was explained in Part 3.1, to 

process the data set's texts, including questions and model answers, with students' 

answers. 

4. With the processor text and the initial value of the basic parameter𝜀 of the algorithm, the 

Optics algorithm is called. 

5. The value of the parameter MⅰnPts is determined based on previous research (values 

range between 10 and 20). 

6. In the beginning, a random sample from the dataset is used as a selected sample (𝜌). 

7. The neighborhood of the selected point 𝑁ɛ(𝜌) is derived according to the definitions of 

epsilon ε and a minimum of points (𝑀ⅰ𝑛𝑃𝑡𝑠) (sets the core-distance and places the 

reachability-distance of sample ρ) by using Equation 3, Equation 4. 

8. If sample 𝜌 is a core point, at that time for each sample 𝔮 in the E-neighborhood of 𝜌,  
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✓ OPTICS updates 𝔮 reachability-distance as of 𝜌. 

✓ Insets 𝔮 into OrderSeeds if 𝔮 has not yet stood processed. 

✓ Sorts the points in the OrderSeeds in ascending order of their reachability-

distance. 

The iteration continues up until the input is fully depleted and OrderSeeds is empty. 

9. OPTICS merely goes on to the next item in the OrderSeeds list if p is not a core point for 

the entity (or to the input dataset if OrderSeeds is empty). 

10. Check if all points in the data set are visited. 

11. To measure the accuracy of the model  performance, the Mean Squared Error (M.S.E.) 

equation is used: 

𝑀𝑆𝐸 =
1

𝑁
∑ (𝑦𝑖 − 𝑦̂𝑖)

2𝑁
𝑖=1 (5) 

where 𝑁: number of answers. 

𝑦𝑖  :The actual grade is determined by the teacher. 

𝑦̂𝑖: The predicted degree is determined by the model. 

12. Check if the clustering meets the accuracy criteria (>2). 

13. If the accuracy criteria are not reached, the African Buffalo optimization algorithm is 

called to generate an alpha values range from values to select an optimal parameter 

value ( 𝜀 ). 

14. The algorithm begins by producing a buffalos’ population (step1 in algorithm3). This is 

accomplished by assigning each buffalo (𝜅 ) in N-dimensional space a random position. 

𝜅:represent a particular buffalo. 

15. The fitness value of each buffalo is found according to its position in the alpha 

values range by using Equation (3). 

16. To arrive at a choice on whether to remain or continue to search for other 

opportunities in accordance with Equation (4). 

17. It evaluates whether or not the most effective buffalo𝑏𝑔𝑚𝑎𝑥   is being modified. Therefore, 

if the global best fitness fulfills the exit conditions, the run is ended, and the vector's 

location is proposed as a solution to the issue.  

18. However, if the location 𝑏𝑔𝑚𝑎𝑥  of the leading (best) the buffalo's condition does not 

improve after a specified number of repetitions and the termination requirements are 

not satisfied, the whole herd is re-established. 

 

The employed procedure for awarding grades is based on a scale of 1 to 5, with 1 being the 

lowest and 5 being the greatest possible grade. Depending on their distance from the 

model answer, the OPTICS algorithm generates 5 clusters of comparable student responses. 

In a cluster, each response receives the same grade and comment. Then, a vector of the 

right answer is created, and its distance from each of the five clusters is determined, with all 

of the answers in the closest cluster receiving the highest grade and those in the farthest 

cluster receiving the lowest. The distance between each cluster and the model answer 

determines the degree. By using the Euclidean equation, a vector of the correct solution is 
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used by the following principle: where a distance closer to 0 implies the existence of a 

bigger degree, and vice versa, while the degree is decreased as the distance is expanded. 

 

4. Application and Results 

4.1 Data Sets 

The dataset used in this research is the same as the one used in [14].According to Table 1, 

this dataset contains answers from 29 students. Moreover, there were ten assignments, 

each consisting of a couple of questions and two exams. For instance, at the University of 

North Texas, an introductory computer science course was taken. The total number of 

individual questions was 87. In addition, the dataset contains the actual marking of the 

answers to 87 questions of 29 students, whereas not all students have answered all the 

questions on the investigation. i.e., for some questions, there were less than 29 answers. 

This dataset also contains the original and correct answers to every 87 questions. These 87 

answers will be used as a reference to compare the student’s answers. Two human judges 

graded the answers by using a scale of 0 (totally incorrect) to 5 (perfectly correct) (excellent 

answer). The data set designers selected the average grade of the two assessors as the gold 

standard for analysing the computerised grading task. 

 

Table 1: Sample questions and answers for varying lengths of the data 

 The question, Model Answer, and Student answers  

 

Question:  

 

“What is the role of a prototype program in problem-solving? 

To simulate the behavior of portions of the desired software product”. 

Model 

Answer :  

Student 

answer 1:  

“High-risk problems are addressed in the prototype program to make sure that 

the program is feasible. A prototype may 

also be used to show a company that the software can be possibly 

programmed.”  

Student 

answer 2:  

“it simulates the behavior of portions of the desired software product.” 

Question:  

 

“What are the main advantages associated with object-oriented programming? 

 

Abstraction and reusability.” Model 

Answer : 

Student 

answer 1: 

“They make it easier to reuse and adapt previously written code, and they 

separate complex programs into smaller, easier-to-understand classes.” 

Student 

answer 2:  

“Reusable components, Extensibility, Maintainability, reduce large problems 

into smaller, more manageable problems.” 
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4.2. Results and Discussion 

A model for automatic classification and evaluation of the brief answer questions was created in 

this work for providing helpful comments to the students. This part evaluates the model based 

on the distance between an answer from the student and the model answer, as well as the 

accuracy in detecting similarities between the manual evaluation of grades by teachers and the 

automatic evaluation of the proposed model. The experimental studies are presented to show 

how the proposed model works with automatic recording and evaluation of responses. We have 

to underline that the model works well as the typical answer vocabulary can be clearly defined. 

The model reflects the human assessment and knows nothing about correct classification. This 

means that the teacher's grades can be forecast by the distance with increased accuracy. This 

effect indicates that the amount of words used correctly in a student's answer has a greater 

impact on the grade evaluation. Hence, identifying the important words in a student's response 

gives teachers an idea of the grades and students' misunderstandings. This method saves time 

recording grades and gives quick comments to students by testing the critical words used in the 

model answer. 

 

To measure the model's accuracy, the M.S.E. was used to check how close the automatic 

evaluation is to the actual manual evaluation of teachers. When the M.S.E. value is relatively low, 

the closer to the actual one is expected. This is used as a typical rating scale for regression 

models since a lower value indicates a better fit. To ensure the correctness of obtaining the 

highest accuracy in the performance of the model, Equation (5) (M.S.E.) has been applied to the 

model by using the K-mean algorithm once, the OPTICS algorithm again, and the proposed 

model last. The acquired results are displayed in Table 2. 

 

Table 2: The M.S.E. of the model when it worked with (K-means) algorithm once and with 

(OPTICS) again and finally with the proposed model (OPTICS + ABO) 

Methods M.S.E. 

k-means 4.6152 

OPTICS 1.9081 

OPTICS + ABO 1.6596 

 

When the means square error is taken into account, the model was developed by using 

OPTICS + ABO, where clustering fared the best outcomes among the other approaches. 

According to Table 2, the implementation of the OPTICS algorithm, as well as OPTICS with 

varying ɛ values, the performance is improved because the OPTICS algorithm is not 

sensitive to parameters, as it does not require defining the number of clusters on the basis 

of which the data will be clustered, but rather depends on the value of the parameter ɛ in 

the formation of clusters, and the latter is specified its best value is using the ABO 

algorithm.The proposed OPTICS + ABO model has a lower mean squared error than the k-

means model because the algorithm is very sensitive to the value of the K parameter that 

determines the number of groups for which the data is clustered. This suggests that the 
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proposed methodology provided automatic grading that was similar to the manual grading 

by teachers.Table 3 presents the values of the optimal epsilon (with the least mean squared 

error) chosen by ABO for clustering the answers to each question by using the OPTICS 

algorithm. 

 

Table 3: The best epsilon values Selected by ABO to cluster the answers to each question 

Questions Best value  

for epsilon 

Questions Best value 

for epsilon 

Questions 1  2.39 Questions 7 2.79 

Questions 2 2.38 Questions 8 2.67 

Questions 3 3.34 Questions 9 2.68 

Questions 4 2.704 Questions 10 2.93 

Questions 5 2.702 Questions 11 2.91 

Questions 6 3.68 Questions 12 2.89 

 

5. Conclusion 

By considering that electronic learning is an imperative need, it has a huge impact on the 

educational activity. As a result of the rapid advancements in knowledge and technology, as well 

as crises and natural disasters, society's organizations and people have been forced to search for 

the most effective ways and methods of assisting learners in learning and to provide an 

interactive learning environment that meets the needs of learners in the twenty-first century. 

The goal is to help them develop their abilities so that they can deal with the variables of this 

age. One of the conditions for e-learning is the use of an automated grading system for exams 

and assignments. Although autonomous grading systems based on clustering and the k-Means 

method have been reported, this approach has a number of flaws that must be addressed. 

Under this perspective, by using the OPTICS and the ABO algorithms, an automated grading 

system based on cluster aggregation was proposed in this work, with the fundamental 

parameter of the system being adjusted using the ABO algorithm. Some intriguing findings were 

found, while the suggested model achieved a mean squared error of (1.6596), whereas the 

model utilizing the k-Means method achieved a significantly higher mean squared error of 

(4.6152). Our work paves the way for developing an automated scoring model to work on 

clustering questions that involve answering by using mathematical equations, 

diagrams,,geometric shape drawings, or geographical maps , as well as how to reduce the real 

time by using a computer-assisted manner. 

 

Clustering is attained by using the OPTICS method and sorting the datasets' entities, resulting in 

the so-named "reachability graphic." The reachability procedures are built by processing the 

dataset's entities sequentially and assigning a value called "reachability-distance" to each one. 

The algorithm always chooses the object that can be reached with the fewest possible steps 
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while maintaining the lower limit denoted by MinPts, which is roughly translated to "most 

dense"[28]. 

 

 
Figure 7: The proposed model 
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