
Vol.29 计算机集成制造系统 ISSN 

No.1 Computer Integrated Manufacturing Systems 1006-5911 

 

Computer Integrated Manufacturing Systems  
387 

 

Torus Based New Fault-Tolerant Interconnection 

Network For Parallel Systems 
Laxminath Tripathy 

Department of CSE, ITER, Siksha ‘O’ Anusandhan University, Bhubaneswar, India          

 

 

Abstract: 

In this paper, a Torus based new fault-tolerant interconnection network called Fully Twisted 

Torus (FTT) has been proposed. The proposed interconnection network is a simple and regular 

structure. It is highly scalable. This network has good fault-tolerance capability. The topological 

properties like node degree, network diameter, bisection width, network cost, and packing 

density of the proposed network are investigated and compared with other contemporary 

networks. The FTT is better than Mesh, Torus, MCR, and OUC in terms of node degree, network 

diameter, average distance, packing density, bisection width, and network cost. The routing 

techniques in two distinct cases (i) Fault-free routing (ii) Fault-tolerant routing are proposed. The 

FTT offers a high degree of fault tolerance. 
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1. Introduction 

The interconnection networks are the critical elements in parallel systems. Many topologies for 

interconnection networks have been developed in the past. The important ones among them 

include Mesh and Torus. Over the years, the Mesh and Torus topologies have gained significant 

popularity in parallel computing applications in various machines used for commercial and 

academic purposes. This is because of balancing the trade-off between the diameter of the 

network and hardware cost.The Torus topology is also referred to as the k-ary-n-cubes, where k 

represents the number of nodes in each dimension and n represents the number of dimensions 

in a network topology. The torus is a symmetric topology because it looks the same from every 

node. This topology also provides better load balancing. It takes advantage of communication 

locality in parallel systems [5]. In [6], the Torus has been claimed to be a cost-effective and fault-

tolerant network. Due to its uniform degree, small diameter, and faulttolerance, the torus can be 

the better option for interconnection purposes in parallel systems. A system can be highly 

scalable if it has a constant node degree [25]. 

http://cims-journal.com/index.php/CN/article/view/763
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Due to high path diversity, many nonoverlapping paths between any node pairs can be used 

duringthe routing ofpackets to manage the traffic [34]. The traffic can be balanced by 

distributing packets over the non-overlapping redundant paths. This torus is highly reliable, 

scalable,and supports bidirectional signaling. Itis also a popular topology in the top 500 lists 

such as the 3D torus topology in Oak Ridge National Laboratory’s Titan [7], the 5D torus 

topology in Lawrence Livermore National Laboratory’s Sequoia [8,29], and the 6D torus 

topology in Riken’s K computer [9].” It is used in Intel TFLOPS supercomputer [1], DASH 

multiprocessor [2], Alpha 21364 [3], and BlueGene/L supercomputer [4].” 

 

Many researchers have given the focus on the improvement of the topological structure of the 

torus and efficient routing techniques. Therefore, the Torus network needs to be improved to 

maintain uniform node degree, small diameter, and less hardware complexity. The design of 

multidimensional torus like 5D torus networks makes it difficult to analyze the proper network 

utilization due to ill-formed communication patterns since the spatial understanding of humans 

is limited to 3-Ds[29].  

 

In this paper, a new fault-tolerant interconnection network called Fully Twisted Torus (FTT) has 

been proposed. The rest of the current paper is organized as follows: In Section 2, a detail 

description of existing work ispresented. The proposed network along with its topological 

properties and routing are discussed in Sections 3 and 4 respectively. In Section 5, the 

performance of the proposed network has been compared with the existing networks. The 

concluding remarks are presented in Section 6.” 

 

2. RELATED WORKS 

In the past, many interconnection networks have been designed for parallel systems. Those 

include Mesh [10], Torus [6], Chordal Ring [11], Hierarchical Ring[12], THIN[13], DL(2m)[14] 

Rgrid[15], XMesh[16], Torus embedded Hypercube [17], Meshes of Torus [18], Mesh connected 

Ring(MCR) [13], and OUC[19]. The Mesh and Torus networks are frequently used as 

interconnection networks for parallel systems. These are also suitable for designing network on 

chip (NoC). The network degree of the Torus is 4 and the mesh-connected ring (MCR) is 3. 

Though the MCR is better than Mesh and Torus networks in terms of topological parameters, 

the degree of both MCR and Mesh are not uniform i.e., nodes present in boundary positions 

have a different degree than the nodes present in interior positions. Further, considerable 

research effects have been directed at developing many variations of the Torus network. Those 
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are SD Torus [20], TM topology [21], Dia-Torus [22], xxtorus [23], and CCTorus[24], three-tier 

Delaunay Network[32]. The variations of all the said Torus networks have different node degrees 

and small diameter than the parent Torus network. The topological structure parent topology 

has beenmodified and shown these variations are better.  

 

Authors in [28] proposed a routing algorithm called binary optical routing algorithm(BORA) 

which proved that this is abetter choice than conventional XY routing in a torus network in terms 

of network throughput and latency. Authors in [30] proposed a rectangular twisted torus in 

which the torus is in a rectangular structure and it is not uniform in size though the diameter is 

reduced. 

 

The Cross-By-Pass-Torus is obtained from the modification of the torus which increases the 

performance of the Cross-By-PassMesh topology. This design has better features of the Cross-

By-Pass-Mesh and Torus, to reduce the diameter of torus topology [35]. However, the number 

of links is more than the torus network and the node degree is different in different positionsi.e. 

varies from 5 to 9 depending upon the position of the node. 

 

The XTorus and CC torus topology are derived from the torus by adding more links to the center 

nodes with the rest of the nodes which gives rise to the cost of networks and non-uniformity in 

the degree of the network. 

 

The hardware cost of a network per node is directly related to the degree of a node. So further 

improvements can be done to achieve better performance by keeping constant node degree. 

Therefore, the Torus network needs to be improved to have uniform node degree, small 

diameter, and less hardware complexity. 

 

3. Proposed Network: Fully Twisted Torus Network (Ftt) 

In this section, we propose a new fault-tolerant network called Fully Twisted Torus (FTT). The 

proposed interconnection topology is similar to torus topology except for the connection 

patterns of wraparound links which are connected in twisted form. The position of a node is 

represented by two coordinates. The first coordinate represents the position of nodes along x 

and the second coordinate represents along y direction. The connection patterns of a node A (x1, 

y1) in FTT for sizen×n is as follows: 

1. If x1 and y1! = n-1, the position of four connected nodesis 
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B(x1+1, y1), C(x1, y1+1), D(x1-1, y1), E(x1,y1-1). 

2. If position of A is (0, y1)  

B(n-1, t1), C(1,y1), D(0,y1+1), E(0,y1-1) 

3. If the position of A is (x1, 0), A is connected directly to the following nodes 

B(t2,n-1),C(x1+1,0),D(x1-1,0), E(x1,y1+1) 

4. If node A is at (0,0) position then the connected nodes are in following positions 

B(t,n-1),C(n-1,t),D(1,0),E(0,1).         

 

The value of t1 in case of 2 is Mid+y1 mod n. Similarly, the value of t2 in case 3 is Mid+ x1 and in 

case 4 value of t = Mid where mod is mathematical module operation and the Mid =⌊𝑛/2⌋. For 

FTT of size n=8, the wraparound connection along xdirection is as follows: wraparound with 

(0+3) mod 6=3, i.e 0 is connected to 3 = 0---3. Similarly, the other connections are 1---4, 2---4, 

3---5, 4---0, 5---2   The proposed network FTT with n=6 is shown in Fig.1. 

 

 

Figure 1: Fully Twisted Torus (FTT) for n=6 

 

4. The Topological Properties Of The Proposed Network (Ftt) 

In this subsection, the different topological properties of FTT have been presented. The 

important topological properties of FTT of n×n size are as follows. 

 

The FTT has a uniform node degree. Its structure is the same as the torus but the only 

wraparound connections are present in the rotated form. It has same degree as of Torus 

network. 

Theorem 1 

The diameter of FTT is n-2. 
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Proof: The diameter is the farthest distance between any two nodes. The nodes present 

between two endpoints along any axis have the longest distance than any other pair of nodes. 

The diameter of the proposed network is n-2. For example, the two nodes at (0,0) and (0,5) of 

Fig.1 has distance 4 which is computed from the path along with wraparound connections. 

Hence the proof. 

 

Theorem 2 

The bisection width of FTT is 3n. 

Proof: From the definition of the topology, it is clear that the wraparound connections start 

from mid position onwards. So, all wraparound connections are crossing the mid position along 

both X and Y axis. As bisection width divides the network into two halves so, the total number of 

links crossing mid position is the total number of wraparound connections and the total number 

of links in the same direction. The total numbers of wraparound connections are 2n and the total 

number of links in any direction is n. Hence, the bisection width is 2n+n=3n. Hence the proof. 

 

Theorem 3 

The cost of FTT is 4(n-2). 

Proof:  The cost of the network can be obtained from the product of degree and diameter. As 

the degree of FTT is 4 and the network diameter is n-2 so, the cost is 4(n-2). Hence the proof. 

 

Theorem 4 

The packing density of FTT is
𝑛2

4(𝑛−2)
. 

Proof:  It can be obtained from the size of the network per unit cost. The size of n × n FTT is n2. 

From Theorem 3, the cost is 4(n-2). So, the packing density is
𝑛2

4(𝑛−2)
. Hence the proof. 

 

5. ROUTING IN FULLY TWISTED TORUS 

Here, the routing in two different situations is considered for the proposed network FTT. The 

routing in FTT is simple and the computation is straightforward. For the selection of a path, the 

following conventions are used. 

 

wx= wraparound connection along x axis. 

wy= wraparound connection along y axis. 
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Routing in FTT in Fault-free situation (Static Routing) 

Based on the difference between the node positions of the source and destination, the path will 

be selected for routing. Assume the position of the source and destinations are (x1, y1) and (xk, yk) 

respectively. Let the diameter of the network is D. The path along x-axis, y-axis, wx, and wy is 

selected as per the following procedure.” 

 

A. Route_source (x1,y1) and Destination (xk,yk) 

Algorithm: 

1. Compute ∆x, ∆y, and s where ∆x=x1-xk, ∆y=y1-yk and s=|∆x|+ |∆y|. 

2. If (s ≥ D)  

“ if (|∆x|>|∆y|) 

              If(y1=0) 

                   If(x1>Mid))   

                            Set path= (xn-1 –Mid)wy 

                     else  

                      Set path=  –x1wy   //-ve sign for left direction   

                else if(y1>mid) 

                       Set path=(yn-1-y1)wy 

else  

                         set path= -y1wy // -ve sign for downward direction 

else if(if(x1=0)                      

               if(y1>Mid))   

                              Set path= (yn-1 –Mid)wx 

                 else  

                       Set path=  –y1wx  //-ve sign for downward direction   

              else if(x1>Mid) 

                    Set path=(xn-1-x1)wx 

                     else set path= -x1wx // -ve sign for left direction 

3. Update x1,y1 to the current position and go to step 1 

4. If (s ≤ D)  

     if(x1≤ xk) 

         { 

         Path= ∆x //  ∆x hops towards right” 

         if(y1≤ yk} 
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              Path=∆y // ∆y hops in the upward direction 

              else  

   Path= -∆y //∆y hops in the downward direction 

       } 

     else  

       { 

             path= -∆x // ∆x hops towards left.  

             if(y1≤ yk) 

      path=∆y // ∆y hops in an upward direction 

             else path= -∆y // ∆y hops in downward direction 

        } 

 

B. Routing in FTT in Faulty situation (Fault-Tolerant Routing) 

As there are many pathsrhat exist between any source and destination node so, the fault can be 

tolerated by rerouting of the message in any of the alternate path. The fault may be at any link 

along x direction, y direction, wx or wy (wraparound connection along x axis or y axis). Depending 

upon the position of the destination and type of link or node fault, the tolerance will be done 

according to the following procedure. Let the current position of the node is node(i,j) and next 

location during routing is node(k,l). 

 

Algorithm: 

Case 1: For any of link along x direction is faulty 

    if (i<k)  

      if (j<(n-1) 

 Next positions are (i,j+1),(i+1,j+1),and (i+1,j-1) 

      else  

            Next positions are (i,j-1),(i+1,j-1),and (i+1,j+1) 

      else if(j<n-1) 

          Next positions are (i, j+1),(i-1, j+1),and (i-1,j-1) 

          else  

            Next positions are (i,j-1),(i-1,j-1),and (i-1,j+1) 

Case 2: For any of link along y direction is faulty 

    if (j < l)  

      if (i<(n-1) 
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 Next positions are (i+1,j),(i+1,j+1),and (i-1,j+1) 

      else  

            Next positions are (i-1,j),(i-1,j+1),and (i+1,j+1) 

      else if(i<n-1) 

          Next positions are (i+1,j),(i+1,j-11),and (i-1,j-1) 

          else  

            Next positions are (i-1,j),(i-1,j-1),and (i+1,j-1) 

Case 3: For any of wraparound link along x direction (wx) is faulty 

  if(x=Mid-1)  

   Next position is (x+n-1,wx) 

  else if(x<n-1) 

        Next position is (x+1,wx) 

 else next position is (x-1,wx) 

Case 4: For any of wraparound link along y direction (wy) is faulty 

 if(y=Mid-1)  

   Next position is (y+n-1,wy) 

 else if(y<n-1) 

        Next position is (y+1,wy) 

else next position is (y-1, wy) 

 

C. Illustration of Fault-free Routing in FTT 

Here, we illustrate the routing in a fault-free situation. Let us consider two sources source1(0,0), 

source2(3,0) and two destinations destination1(4,3) and destination2(2,4). The path is 

established according to the routing procedure and it is illustrated in Fig.2. The routing is based 

upon the selection of the shortest path between any source and destination. The black-shaded 

links as shown in the figure are the paths established from two sources to two destinations. 

 

Figure 2: Illustration of Fault-free routing in FTT. 
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D.Illustration of Fault-tolerant Routing in FTT 

Here, we illustrate the details of routing in the faulty situation. The fault can be tolerated by 

selecting an alternate path for forwarding of messages. The selection of the path is based upon 

the position of the current node. The fault-tolerant routing selects the next node position in 

presence of faulty paths. The different possible occurrences of faults are considered in the 

proposed fault- tolerant procedure. The fault may present along x axis, y axis, wx or wy. In this 

proposed routing method, all these four cases are considered and the technique of selection of 

alternate path is also proposed. This is illustrated in Fig. 3. 

 

 

Figure 3: Illustration of Fault-Tolerant Routing in FTT. 

 

6. Hamiltonian Cycle In Ftt 

The proposed topology FTT satisfies the existence of the Hamiltonian Cycle which is also a 

desirable property of fault tolerance [31,33]. The network with the Hamiltonian cycle has fault 

tolerance capability. The Hamiltonian cycle is embedded in FTT which is illustrated in Fig.4. 
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Figure 4: Illustration of the Hamiltonian cycle in FTT. 

 

7. Performance Comparison 

The performance analysis of FTT networks with existing networks is based upon the comparison 

of topological properties like network diameter, bisection width, average distance between two 

nodes, and packing density. The diameter of a topology affects the communication latency. The 

average distance between any two nodes is directlyproportional to the latency [26]. The efficient 

routing algorithm and ideal flow control mechanism have a direct impact on the throughput of a 

network [25]. As the network average distance affects latency in communication so, the 

desirable property of any topology is that the diameter and average distance should be less and 

the bisection width must be more. For a network, the packing density is defined as the total 

number of nodes per unit cost. It is related to the size of the VLSI chip design. The higher the 

packing density of a network the smaller the size of the VLSIchip. 

 

“The excellent features of FTT over MCR, Mesh, TCR(27), and Octagon for Ubiquitous 

Computing (OUC)are shown in Table 1. In our discussion, the number of nodes is N = 4k
2
. “ 

  

Table 1. Performancecomparison of FTT, TCR, Mesh, MCR, and OUC. 

Topology Mesh MCR TCR OUC FTT 

Node degree 4 3 3 7 4 
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Average 

Distance 
4k/3 4k/3 N N/8 N 

Network 

Diameter 
2(2k-1) 6(k-1) 3k N/8 + 1 2k-2 

Bisection Width 2k k 2k N 6k 

Network Cost 8(2k-1) 18(k-1) 9k 7(N/8 +1) 4(k-2) 

Network Size 2k×2k k×k k×k N×N 2k×2k 

Packing  

Density 
k2

/2(2k-1) 2k2/9(k-1) 2k2/9(k-1) 4k2/7(N/8 +1) 4k2/4(k-2) 

 

The average distance and diameter of FTT topology are the least of all other topologies 

discussed in Table 1. The bisection width of FTT is the highest among the rest of the topologies 

under consideration except OUC. As the diameter and node degree of FTT is less so, the cost is 

the lowest among all these topologies. The packing density of FTT is the highest among other 

topologies under consideration.The effect of various topological parameters is mentioned in 

Table 2. 

 

Table 2. Numericalcomparisons. 

Topology Number 

of nodes 

Degree Diameter Cost Bisection 

Width 

Packing 

density 
 

 

Mesh 

16 4 6 24 4 0.66667 

25 4 8 32 5 .78 

49 4 12 48 7 1.02 

64 4 14 56 8 1.388889 

81 4 16 64 9 1.26 

144 4 22 88 12 1.63 

 

 

MCR 

16 3 6 18 2 0.888 

36 3 12 36 3 1 

64 3 18 54 4 1.18 

100 3 24 78 5 1.38 

144 3 30 90 6 1.6 

196 3 36 108 7 1.81 

256 3 42 126 8 2.03 

 

 

TCR 

16 3 6 18 4 0.888 

36 3 9 27 6 1.333 

64 3 12 36 8 1.777 

100 3 15 45 10 2.222 

144 3 18 54 12 2.666 

196 3 21 63 14 3.111 

256 3 24 72 16 3.555 
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OUC 

16 7 3 21 16 .76 

64 7 9 63 64 1.01 

144 7 19 133 144 1.08 

256 7 32 224 256 1.14 

 

FTT 

36 4 4 16 18 1.33 

64 4 6 24 24 2 

100 4 8 32 30 2.6 

144 4 10 40 36 3.11 

196 4 12 48 42 3.6 

256 4 14 56 48 4.11 

 

FromTable 2, it is observed that the diameter and average distance of FTT are less than MCR and 

OUC and the bisection width of FTT is more than TCR and MCR but less than OUC. As the 

number of links in OUC is more and the degree of the router is 7 so, its cost and hardware 

complexity are more. As the bisection width of OUC is more so, the network will be less 

congested than other topologies under consideration. The cost of the OUC is the highest among 

all topologies under consideration. The network diameter is helpful in minimizing 

communication overhead [25]. If the network diameter of a topology is less so, the 

communication overhead will be less. 

 

 

Figure 5: Comparison of Network Diameter Vs Number of nodes 

 

The diameter analysis is shown in Fig.5. It reflects that if the node size increases the diameter of 

OUC, MCR, and Mesh increases more rapidly than TCR and FTT. For the small number of nodes, 

the diameter of OUC and FTT are less than other networks but as size increases the diameter of 

OUC will become larger than mesh, FTT, and TCR. 
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Figure 6: Comparison of Average distance Vs Number of nodes 

 

“The average distance between any two nodes is shown in Fig.6. As the average distance of 

Mesh and MCR are the same, so, we take only MCR in our analysis. From the figure, it is 

observed that the average distance of both OUC and MCR is more than both FTT and TCR. The 

TCR and FTT have the same average distance. So, the time taken to reach any destination in both 

MCR and OUC is more than TCR and FTT.” 

 

 

Figure 7: Comparison of Bisection Width Vs Size. 
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The effect of the bisection width of FTT and other networks with respect to thesize of the 

network is shown in Fig.7. It is observed from the analysis that the bisection width of FTT is the 

highest among all networks under consideration. It provides less congestion than existing 

networks. 

 

Figure 8: Comparison of Cost Vs Size. 

  

“The Cost of FTT is always less than OUC, MCR, TCR, and Mesh. The cost analysis is reflected in 

Fig.8. For less number of nodes, all three topologies have approximately the same cost but as 

size increases the cost of FTT can be clearly distinguished from the other three topologies. “ 

 

 

Figure 9: Comparison of Packing Density Vs Size. 

 



Vol.29 计算机集成制造系统 ISSN 

No.1 Computer Integrated Manufacturing Systems 1006-5911 

 

Computer Integrated Manufacturing Systems  
401 

“The packing density analysis is shown in Fig.9. It is observed that the packing density of FTT is 

the highest among all topologies under consideration which is also a desirable property for VLSI 

chip design. The higher packing density is suitable for designing the chip. The other topologies 

which use concentration versions like CMesh and CTorus have small diameter but due to 

hardware complexity, the cost is more in comparison to those of both TCR and MCR.  

 

From Fig. 5, 6, and 8, it is clearly shown that if the size of the network increases then the average 

distance, diameter, and cost of FTT is lowest among MCR, OUC, TCR, and Mesh. The bisection 

width of OUC is N, where N is the number of nodes. As OUC has more degree than TCR so, it has 

more links and hence, its cost is more. “ 

 

8. Conclusion 

In this paper, a Torus based new fault-tolerant interconnection network calledFully Twisted 

Torus (FTT) has been proposed. The proposed interconnection network is simple in structure, 

regular, and highly scalable. The said network hasbetter fault-tolerance capability. The 

topological properties like node degree, diameter, network cost, bisection width, and packing 

density of the proposed network were investigated and compared with other contemporary 

networks. The FTT is observed to be better than Mesh, Torus, MCR, and OUC in terms of node 

degree, network diameter, the average distance between any two nodes, packing density, 

bisection width, and network cost. The routing techniques in two distinct cases (i) Fault-free 

routing (ii) Fault-tolerant routing was presented are illustrated. The FTT is found to offer a high 

degree of fault tolerance. The presence of Hamiltonian cycles in both these networks was 

illustrated through suitable examples. We summarize below the results of the comparisons 

made in this paper. 

(i) For any size of the network, the diameter of FTT is the lowest among all other networks. 

(ii) The average distance between any pair of nodes in FTT isthe same and less than OUC 

and MCR. 

(iii) The bisection width of the FTT is the highest among Torus, MCR, and TCR. 

(iv) The cost of FTT is less than OUC, MCR, TCR, and Mesh. 

(v) The packing density of the FTT network has the highest value among the rest of the 

networks under consideration.  
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