
Vol.29 计算机集成制造系统 ISSN 

No. 4 Computer Integrated Manufacturing Systems 1006-5911 

 

Computer Integrated Manufacturing Systems  
1 

 

Customer Churn Prediction in the Telecom Industry 

Using Machine Learning Algorithms 
Mr. Abhinav Sudhir Thorat, Dr. Vijay Ramnath Sonawane 

Department of Computer Science and Engineering, 

Dr. A. P. J. Abdul Kalam University, Indore (M.P.) - 452016, India  

 

 

Abstract: 

Customer Churn Prediction in the Telecom Industry Using Machine Learning Algorithms 

Customer churn detection is one of the most important research topics in the 

telecommunications industry because the company must deal with retaining on-hand 

customers. Churn refers to the loss of customers as a result of competitors' exiting offers or 

network issues. In these cases, the customer may decide to cancel their service subscription. 

Churn rate has a significant impact on customer lifetime value because it affects the company's 

future revenue as well as the length of service. Companies are looking for a model that can 

predict customer churn because it has a direct impact on the industry's income.  Machine 

learning techniques are used in the model developed in this work. We can predict which 

customers are likely to cancel their subscriptions by using machine learning algorithms. We can 

use this to provide them with better services and lower the churn rate. These models assist 

telecom services in becoming profitable. We used a Decision Tree, Random Forest, and XGBoost 

in this model. 
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1. Introduction 

The telecommunications industry has emerged as one of the most important in developed 

countries. Service businesses suffer, particularly from customer churn, or the loss of valuable 

customers due to competitors. The level of opposition increased as science advanced and the 

number of operators increased. Companies are working hard to survive in this competitive 

market, relying on complex strategies. Customer churn results in significant loss of telecom 

services and becomes a serious issue. Three major approaches have been introduced to increase 

profits by acquiring new customers, upselling current customers, and increasing customer 

retention. However, comparing these strategies using the value of return on investment (RoI) of 

each has revealed that the third approach is the most successful strategy, demonstrating that 
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maintaining an existing customer costs much less than acquiring a new one, in addition to being 

held much easier than upselling tactics. To implement the third strategy, businesses must reduce 

the possibility of customer churn, also known as "customer movement from one provider to 

another." Customer churn is a major concern in service industries with highly competitive 

services. On the other hand, predicting which customers are likely to leave the company can 

serve as a potentially large-hearted extra revenue source if done early on. Several types of 

research have confirmed that machine learning technology is extremely effective at predicting 

this situation. This method is used to learn from previous data.  

 

2. Existing System 

Various techniques, such as data mining, machine learning, and hybrid technologies, have been 

used to predict customer churn. These techniques allow and assist businesses in identifying, 

forecasting, and retaining churn customers. They also assist businesses with CRM and decision 

making. Most of them used decision trees in common because it is a well-known method for 

determining customer churn, but it is not appropriate for complex problems [1]. However, the 

study found that reducing the data improves the decision tree's accuracy [2]. Data mining 

algorithms are sometimes used for customer prediction and historical analysis. Regression tree 

techniques were discussed in conjunction with other commonly used data mining methods such 

as decision trees, rule-based learning, and neural networks [3]. 

 

Proposed System 

In this system, we use various algorithms such as Random Forest, XGBoost, and Logistic 

Regression to find accurate values and predict customer churn. Here, we implement the model 

by using a dataset that has been trained and tested, resulting in the greatest number of correct 

values. Figure 1 depicts and describes the proposed model for churn prediction. The first step is 

data preprocessing, which involves filtering data and converting it into a similar format before 

performing feature selection. To find accurate values and predict customer churn, we use 

various algorithms such as Random Forest, XGBoost, and Logistic Regression in this system. We 

use a trained and tested dataset to implement the model, resulting in the greatest number of 

correct values. The proposed model for churn prediction is depicted and described in Figure 1. 

The first step is data preprocessing, which entails filtering and converting data into a similar 

format prior to performing feature selection. 
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Fig 1. Proposed Model for Customer Churn Prediction 

Data Set 

1) Customer demographic information: age, gender, occupation, education, location, 

marital status, etc.  

2) Customer account information: account type, credit limit, balance, payment history, etc. 

3) Customer behavior information: frequency of purchases, time spent on website, product 

usage, etc.  

4) Customer feedback information: customer ratings, customer surveys, customer reviews, 

etc.  

5) Marketing information: campaigns, offers, promotions, etc.  

6) Transaction information: transaction history, purchase details, payment details, etc. 

 

3. Methodology 

Data Preprocessing 

A data set is a collection of feathers with N rows. Many values are in various formats. They may 

be the starting point for everything in a dataset; it should have full-fledged data to help the 

machine learn about the problem. Scrap information on the internet can be used to generate or 

develop datasets. Some issues require us to create a dataset that makes sense and tells us how 

to respond based on real-time inputs for the problem datasets can be obtained from the 

internet on a daily basis. For each member of the data set, the data set lists the values of 

variables such as height and object weight. Every value is identified as a datum. As previously 

stated, the data set serves as the starting point for this process. 
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Table 1: Customer Data for preprocessing 

 

 

Data was collected from various sources, so each uses a different format to represent a single 

value, such as gender, which is represented by M/F or Male/Female. Because the machine can 

only understand 0 and 1, an image in 3-dimension data should be reduced to a 2-dimension 

format like data show to avoid noisy data, null values, and incorrect size. Panda's tabular data 

and OpenCV for images can be used to clean data. 

 

Data Filtering and Noise Removal 

It is critical to make the data useful because undesirable or null values can produce 

unsatisfactory results or lead to less accurate results. There are many incorrect and missing 

values in the data set. We examined the entire dataset and identified only the most useful 

features. The listing of features can result in greater accuracy and only includes useful features. 

 

Feature selection & Engineering Feature selection is an important step in selecting the necessary 

elements from the data set based on knowledge. 
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The dataset used here has many features from which we selected the ones that will help us 

improve performance measurement and make decisions, while the rest will be of less 

importance. The classification performance improves when the dataset contains only valuable 

and highly predictable variables. Thus, having only significant features and reducing the number 

of irrelevant attributes improves classification performance. 

 

Prediction & Classification 

In the telecommunications industry, many techniques for predicting customer churn have been 

proposed. These three modelling techniques are used as churn predictors in this study. These 

methods are as follows: 

 

Random Forest 

We use Random Forest to forecast whether a customer will cancel his subscription. Random 

Forest employs Decision trees to predict whether a customer will cancel his subscription. The 

random forest is made up of many decision trees. A decision tree directs attention to a specific 

class. A class with the most votes will be the classifier for a specific customer. Decision trees are 

highly sensitive to the data on which they are trained. We use Bagging to avoid this. Bagging is a 

process in which we take a random sample from a dataset to train decision trees. 

 

Logistic Regression 

We can predict the likelihood of churn, or the likelihood of a customer cancelling their 

subscription, using logistic regression. Logistic regression is a classification algorithm that uses 

supervised learning. In logistic regression, we set a limit and only the classification is done using 

logistic regression. The threshold value is variable and is determined by the classification 

problem. 

 

XGBoost 

eXtreme Gradient Boosting is abbreviated as XGBoost. The primary reason for using XGBoost is 

because of its execution speed and model performance. XGBoost employs ensemble learning 

methods, which involve combining multiple algorithms to produce a single model. XGBoost 

supports parallel and distributed computing while utilising memory efficiently. 

 

4. Proposed Work 
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Initially, we will obtain the dataset from Kaggle and remove all of the null values using data 

filtering. The data was then converted into a similar format that was easier to understand and 

analyse. We attempt to implement a predictor model for the Telecom company using Logistic 

regression and a novel approach. We start with a customer data set and divide it into training 

and testing by preprocessing and feature selection. We did some feature engineering for this 

algorithm in order to get more efficient and accurate results. 

 

Logistic regression helps us to have a discriminative probabilistic classification and can estimate 

the probability of occurring event places. The dependent variable presents the event occurrence 

(e.g., it will be one if the event takes place, 0 otherwise). By training, the data to that model will 

get a result having their details, and then we will test the model with the remaining amount of 

data. As a result of the findings, we will have an accurate prediction of customer churn and a 

clear warning about the customer, which will allow the company to take some measures to avoid 

losing the existing customer from the service. (In this case, we divided the data into 80% training 

and 20% testing). 

 

By obtaining both results, we will attempt to fix the y1 train data and y2 test data to the model fit 

in order for the model to learn from historical data. In this case, epochs are used to force the 

model to learn the same data multiple times. We visualised the data using the CNN model, and 

this allowed us to determine the model accuracy of the resulting data, as well as predict churn. 

(Fig.6,Fig.7) 

 

Similarly, we used the other two techniques to determine which would yield more accurate 

results. We used the same dataset in the Random Forest, and by using the technique, we trained 

the model and tested it to get the results in the confusion matrix, which will show us the 

obtained output and the accuracy (fig.3). The XGBoost model result is shown in (fig.4), where we 

can see the accuracy obtained by using that technique. 

 

5. Result And Analysis 

On the dataset, we ran several experiments on the proposed churn model using machine 

learning algorithms. In Fig.2, we can see the results of the experiment performed with the 

Random Forest algorithm and check the accuracy. Random Forest (RF) is a useful classification 

algorithm that can handle nonlinear data very efficiently. When compared to the other 

techniques, RF produced better results, accuracy, and performance. We prefer to use the 
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technique that results in better accuracy because we need better accuracy to predict customer 

churn. Similarly, the results obtained when using the Logistic regression technique (Fig.4) and 

XGBoost can be seen ( Fig.5). Finally, we used the CNN model to visualise the data. The 

visualised data can be seen in Figs. 6 and 7. 

 

 

Fig 3.Confusion matrix of Random Forest. 

Fig 4.Confusion matrix of Logistic regression. 

 

 

Fig 5. Confusion matrix of XGBoost. 

 

Fig.6.Visualizing CNN model val_acc and accuracy. 
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Fig.7.Visualizing CNN model val_loss and loss. 

 

6. Conclusion 

The importance of churn prediction will assist many companies, particularly those in the telecom 

industry, in achieving a profitable income and good revenue. Customer churn prediction is a 

major issue in the telecom industry, and as a result, companies prefer to keep existing customers 

rather than acquire new ones. Because of their applicability and diversity in this type of 

application, three tree-based algorithms were chosen. When compared to other algorithms, we 

will achieve greater accuracy by using Random Forest, XGBoost, and Logistic regression. We are 

using a dataset of some customers' service plans and checking the values to make a precise 

prediction, which will aid in identifying customers who are planning to migrate to other 

company services. This gives the telecom company a clear picture and allows them to make 

some exciting offers to stay in that service. The results show that using machine learning 

techniques, our proposed churn model produced better results and performed better. Among 

the various methods, Random Forest produced the highest accuracy. In the coming days, we will 

conduct additional research on lazy learning approaches to improve customer churn prediction. 

The study can be expanded to learn about changing customer behaviour by employing Artificial 

Intelligence techniques for trend analysis and customer prediction. 
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